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Abstract—Neighbor discovery is an essential
prerequisite for any device-to-device (D2D) com-
munication. Unlike ad-hoc networks, the base
station (BS) in D2D networks may facilitate the
neighbor discovery process. However, device-to-
BS channel states or device locations are not
enough to provide BS with information on the
channel quality between the devices. Thus, due to
the inherent uncertainty of link quality between
devices, the BS-assisted neighbor discovery can-
not be treated as typical scheduling problem.

In this paper, we investigate the assisted di-
rectional neighbor discovery in D2D networks.
We first formulate the scheduling problem as an
integer optimization problem that captures the
uncertainty. Then we propose a greedy based
centralized scheduling to determine directional
pilot transmission instances. We also propose a
one-way randomized discovery, where we choose
the directional transmission probabilities based
on two techniques, an intuitive and an optimized
methods. Finally, we provide simulation results
that assess the performance the schemes.

I. INTRODUCTION

The ubiquity of smart mobile devices and the
emergence of new localized applications have created
new challenges to the traditional structure of mobile
networks. One solution that has gained popularity
in recent years is device-to-device (D2D) communi-
cation [1]. Enabling D2D communication increases
the resource reuse, allows the network controller to
offload local traffic to D2D links and to offer many
proximity-based services. However, setting up and
scheduling a D2D link requires that such a link has
sufficient channel quality (low attenuation); devices
that fulfill this condition and thus can communicate
with each other are called "neighbors”. To discover
its neighbors, a device has to receive pilot signals
that verify channel quality between the devices.

5G wireless systems are expected to work, at least
partly, in the mm-wave band due to the large avail-
able bandwidth and associated high throughput pos-
sible there. Due to the high free-space pathloss, di-
rectional antennas are required for reasonable range.
As a result, directional discovery is a necessity, i.e.,
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a device has to determine its neighbors for different
beam directions.

The basic neighbor discovery problem has been
addressed extensively in the area of ad hoc networks,
i.e., networks without central controllers. Directional
neighbor discovery is challenging since successful
transmission requires the device to be in the correct
transmission state as well as the right directional
orientation. D2D networks have an advantage over
ad hoc networks in that the Base-station (BS) can
be used to manage the communication and the sig-
naling between the devices and perform centralizd
computations.

Neighbor discovery in D2D networks with BS has
been addressed recently, the main research direction
being the integration of D2D neighbor discovery
with the current and future standards, e.g., [2], [3],
or to incorporate upper layers requirements, e.g.,
the application layer, with the discovery process [4].
Other papers consider human behavior and social
attributes in neighbor discovery, e.g., [5].

In this paper, we consider the basic BS-assisted
neighbor discovery problem in D2D networks with
directional antennas. We assume that the BS is
aware of the probabilistic quality of the links between
the devices, possibly through the knowledge of their
locations. Note, though, that even when the locations
and channel states to the BS of all devices are known,
this provides, at best, partial information about the
quality of the channels between devices [5], [6], so
that neighbor discovery still needs to be performed.
In this work, the BS, using the partial knowledge,
can define a superset of neighbor nodes for each
device in each direction. Then, through neighbor
discovery, devices have to refine this knowledge (i.e.,
discover their true neighbors). We investigate two
techniques for BS-assisted neighbor discovery, the
first is based on deterministic resource allocation for
pilot signal transmission. The second is a random-
ized scheme, i.e., devices select the beam directions
and transmission states at random; the BS helps in
tuning the directional transmission probabilities. In
summary, our contributions are as follows:



o We formulate the pilot scheduling as a deter-
ministic integer optimization problem. The ob-
jective is to minimize the duration of neighbor
discovery and the number of missed detections.

o We develop a greedy scheme to create the pilot
schedules that maintains low missed detection.

o We develop a one-way randomized scheme, and
propose two methods to set the values of direc-
tional transmission probabilities.

The remainder of the paper is organized as follows:
in Sec. II we introduce the system model. In Sec. II1
we formulate the neighbor discovery schedule as an
integer optimization program and suggest a greedy
scheme to schedule the pilots transmission. In Sec.
IV we provide the randomized technique. In Sec. V
we present the simulation results.

II. SYSTEM MODEL

We consider a BS-assisted synchronized and time
slotted D2D network with N quasi-static and half
duplex devices [6]. Devices use antenna arrays with
beam width w. To be able to cover its surrounding,
each device requires ¥ = [2Z] directions.! Let
0 € {1,...,X} denote a direction. Due to cost and
hardware complexity we assume that each device has
a single RF chain, and thus nodes can transmit or
receive in a single direction at a time.

We also assume that each device ¢ can only com-
municate with another neighboring device j on only
one direction (typically line of sight) denoted by 6; ;.
For each device i, let N?,e denote the set of devices
that ¢ can communicate with effectively in direction
0. Each device is assigned a unique identifier and
other devices will recognize it as a neighbor when
they receive this identifier. We consider the collision
model where devices can receive the transmitted
identifier in a certain direction, if no other device
transmits to them in the same direction, i.e., no other
devices interfere with its discovery. While this is a
conservative model, (e.g., neglecting the possibility
of capture), it reflects the basic behavior of neighbor
discovery well.

Furthermore, we assume that the BS has proba-
bilistic knowledge about neighbor relations. Assum-
ing a certain channel model, e.g., a break point path
loss model [6], for a signal transmitted at device 4
the received power at device j is given in log scale
by

P’l"i,j = Pt1 — PL(did) —+ Xsha (dBm) (1)

where Pr;; and Pt;, is the received power at j
and the transmitted power at device i, respectively.

IFor simplicity of notation, we only consider scanning in
azimuth. We furthermore assume that all beams are disjoint,
and 27 is an integer multiple of w.

PL(d; ;) is a deterministic path loss between ¢ and
J that are d; ; meters apart, and X, is shadowing.
We assume sufficient diversity (e.g., due to wideband
transmission) such that the small-scale fading can
be averaged out. In this case, and assuming the BS
knows the device locations, it could estimate the
probability that two devices are neighbors, o;; =
P(Pr;j > Pmin) for given minimum signal level
Prin.2 We assume that the BS knows a superset of
device neighbors N, C N; . In this work we ignore
the impact of errors in devices location and direction
information; they will be considered in our future
research.

The goal of the directional neighbor discovery
problem is to minimize the time required for each
device i to identify all its neighbors N = UpN%.
Finally, for clarity, in this paper we use several
indexing methods when we refer to beam directions:
(i) double index, e.g., 6, ; the beam direction that
1 uses to communicate with j,(ii) single index, e.g.,
f; to represent the beam direction that ¢ uses, and
(iii) non indexed, # for a generic beam direction.
Additionally, we refer to the instance when i is a
transmitting to j by link (%, j).

III. FuLLy CENTRALIZED NEIGHBOR DISCOVERY

Ideally if the BS knows the exact neighbor rela-
tions, it can schedule the pilot transmissions such
that for each instance a devices knows apriori the
direction where it should steer its beam and the
transmission state. This can be viewed as a schedul-
ing problem. However, the problem is different from
the typical scheduling in two aspects; (i) each device
could be involved in multiple links (multiple neighbor
devices), and (ii) with the given the probabilistic
relations, many of the links do not exist, thus, using
dedicated time slots for each link is a waste of
resources. In the following we first formulate this
scheduling problem as integer program that demon-
strates the underlined challenges in such problem;
then we provide a greedy scheme based on it.

A. Optimized Neighbor Discovery

We use the standard way to write the scheduling
problem for (4, ), j € N; Vi. However, to account for
possible collisions in the shared time slots, we use a
cost function C that penalizes collisions. A reason-
able quantity captured by C could be the number
of time slots needed for pilots re-transmissions, and
thus collision resolution. Note that this is a random
quantity that is difficult to identify exactly, since it
depends on the initial schedule, the actual existence

2In Sec. V we use Signal to Noise Ratio (SNR) and thus
use SN Ry rather than Py, for given bandwidth and other
parameters one can be calculated from the other [6].



of the links and the technique used to schedule the re-
transmissions. We suggest a simple form for C below,
after we state the optimization problem.

Let us first define a few binary variables that we
use next. The variable y® is equal to one if time slot
t is used in the schedule, x(t) takes the value one if

link (4, ) is scheduled in time slot ¢. 7’( z takes value
one if device j is scheduled to receive from direction
f in time slot ¢. T(e) takes value one if device 7 is
scheduled to tranbmljt at time ¢ in the direction 6
where 7 can "see” j. Finally, let Z;; be the set of
links that conflict with (4, j), which are the links due
to half duplex assumption, e.g., (j,4), the links due
to the directional transmission, e.g., (i,k) if &k is in
direction other than 6;;, and the links due to the
collision model, e.g., (k,j) or (k,u), if u € Nypg,,.
Note that the BS generates Z;; based on its estimate
of device relations.

OPT-CNT:  min Zy(” + BC(a,T,7)

subject to: Zx() >1 (2)
wﬁ) <y (3)
z) <74 (4)
z) < (5)
Yoo sl <a-sDIN (6

JE{N\N; 0}
Yo W <a-ADN ()

i IN; N0}
< ©
(t) Z 7(3 <~ 9)

(u,v)ELs;

20, r1) 70 € {0,1} i vj Vot (10)

where § is a design value that reflects the price
of re-transmission. Vectors a,7 and r contain the
values for aij,Ti(Q,rgtg,Vi,Vj, V0,Vt. The constraint
(2) guarantees that link (i, ) is active at least one
time. The constrains in (3), (4) and (5) are coupling
arguments. Constraints (6) and (7) guarantee that a
device is not active in more than one direction at a
time. (8) enforces the half duplex communication. (9)
is related to links conflict, note that if v = 1, some
other constraints are not needed, such as constraint
(8). In the remainder of this paper we use v = 2,
which allows for collision of up to two links, for in-
stance we may schedule (4, 7) and (k,j) if i,k € Nig
in the same time slot. In that case we replace C
with C, where C is a simple approximation to the
expected value of C. In particular, C is the expected

L, < Order L, p based on the values g; g(ap)
(in descending order).
initialize: Tyax = 1.
fori=1:|L,| do
(1,9) « Lo(0)
fort =1:T,.x do
i Tij(00) NS U {(G5)} N Tulao) =0
then
Ct = D k{ (k)T ;NS ) Yii ki +

(ku)€S, and (i,5) €Ty, Vhuiu
else
set ¢; = o0
end if
end for

if ¢, >05Vie{l,..,Tmax} then
Tmax — Tmax + 1 ST,,nx — {(Zvj)}
else
t* + argming ¢y, Spr  Sp U{(4,7)}
end if

end for
Algorithm 1: Greedy Centralized Neighbor Dis-

covery Algorithm

number of collisions, and can be given by

Qi T(t) T(t)
- ij Ok T, zOJ 4,0k;" 5,07

t,7,01 kEN, )

Cla,T,r

which can be derived by taking the expected value
of the sum of collisions’ indicator functions. Note
that OPT-CNT is a generalization of the graph
coloring problem, in particular, assuming that each
(i,7) is a vertex and when 8 = 0 and v = 1 then
the problem reduces to the classical graph coloring
problem, which is known to be NP-hard. We do
not provide further details about the hardness of
the above problem, rather we next provide a greedy
scheme that produces a desirable schedule.

B. Greedy Centralized Schedule

The idea of the scheme is to reduce the proba-
bility of collision by protecting links that have high
probability to exist, larger than a design constant
ag € [0,1), by providing dedicated time slots if
required, and allow a minimal collision probability
for links that are less likely to exist. Note that
oo = 0 means that we assume that all the links exist
and protect all of them equally. Once a link (i, )
is scheduled the scheme greedily schedules all the
links in the same direction if possible, i.e., (i,u) u €
Nig, ;- Let L; g be the set of links (4,7) Vj € Nig.
We define g; 9(ap) as the number of links in £,
that exist with probability greater than «g, i.e.,
gio(ao) = {#(,7)|7 € Nig,ai; > ag}. We use S,
to denote the set of links that are scheduled in .



In Algorithm 1, for given «g, we first sort the
links by ordering the sets L; ¢ in decreasing order
of g;o(a) Vi V0. Note that to activate (u, k) along
with (i,7) we require (u,k) ¢ Z; ; if a; j > o and
(u, k) € Z; ; if o j < o, where Z; ; is the subset of
links in Z; ; with relaxed collision model condition,
in particular, in addition to other conditions which
are as well represented by the constraints (6)-(9),
(k,u) € j” if agu > ap. We use Z; j(ag) to repre-
sent the appropriate set for (4, ), i.e., Z; j (o) = Z; ;
if a; ; > ap and Z; j(ag) = f” otherwise. We further
use Z; () to denote the union of all Z,, () for all
(u, k) S St.

A link is added to the time slot t* that has
the least number of expected collisions, ¢+, with
the condition that the link that exists with high
probability receives no interference.

IV. ASSISTED RANDOMIZED SCHEMES

Randomized neighbor discovery schemes are pop-
ular for ad hoc network, in the absence of a central
controller. Nevertheless, the schemes can be useful
when the network has uncertainty [7]. Therefore, it
is interesting to study and compare the performance
of neighbor discovery schemes when a BS is present.

In a one-way randomized scheme, [7], each device
either transmits or listens with fixed probability.
Let ©; denote the direction device ¢ chooses at
a given instant, then device ¢ randomly selects a
direction # with some probability P(0; = 6) = g, ¢,
and then chooses to transmits,(i.e., announces its
identifier), in that direction with some probability
P(X; =1]|©; =0) = p; ¢ or listens with probability
(1—p; 0), where X; denotes the transmission state of
1 which is one if it is transmitting and zero otherwise.
Note that 296{17”_12} gi,p = 1. With assistance of the
BS, our goal is to determine the parameters p; g, and
gi,g; for all §; and i.

Let D;; denote the event of device i detecting
device j, i.e., i receives the device j’s identifier, hence
the order of the subscripts. For device i to suc-
cessfully discover device j, three conditions must be
satisfied: (1) Device j needs to transmit in direction
©,; = 0;; which occurs with probability p; g, .qgje;.-
(2) Device ¢ has to listen in direction ©; = 6, ; that
happens with probability (1 — pie, ;)gie, ;- (3) No
other device k € J\/;,gj,i transmits in direction that
receives j, i.e., 0 ;. Let k /& D; ; denotes the latter
event that k& does not interfere with ¢ discovering
J. Clearly, P(k # Dj;) = (1 — pr.o,.,qk.6,,)- Thus,
as derived also in [8], the probability of successful
discovery is given by

P(Dji) = 10,950, (1 — Pio, ;) .0, ¥
H (1 = Pr,ox; Qr,0x.;)

kENi,Gj,i

(11)

In the above we did not consider the probability
that a link exists when calculating the probability of
success. In this paper, for simplicity we consider that
aj; =1 for the randomized scheme. In the following
we provide two methods to choose p; g and g; ¢. The
first is based on an intuitive rule, while in the second
the choice of p; y and g; ¢ is based on the solution of
an optimization problem.

A. Intuitive Method

Based on an earlier result, [9], with uniform dis-
tribution of devices, the transmission probability is
found to be inversely proportional to the number of
neighbors. We set

1
Nip+1
where N; g = [N g|. In addition

Nip

qi,0 = Tl

Pio =

where N; = Zg N; g. The values of p; 9 and g; ¢ are
intuitive, since a device transmits with probability,
Die X qi9, With inverse proportionality to the total
number of neighbors N;, and steers its beam to 6
with proportionality to the number of neighbors in
that direction. We refer to method where devices
adopt these probabilities as the intuitive random
scheme.

B. Optimized Method

One method could be through minimizing the
discovery time. Instead we focus here on maximizing
the minimum probability of success, for two reasons,
first modeling the discovery time and analyzing it is
complicated, and second both quantities are related
[7]. Thus, the objective function is

max min P(D, ;). (12)

P.a i)
where p and q are all directional transmission proba-
bilities. In contrast to [7], we here focus on providing
a simple method that is tractable for large networks.
The Algorithm: We propose the following algo-
rithm to solve (12): The central controller starts by
considering an initialization point in p and q space.
Then, on each iteration, it randomly chooses a device
1 and tries to find the optimal parameters p; and g;
given the fixed parameters of other devices. Specif-
ically, for device 4, the central controller computes
the following parameters at each angle 6;:

T;(0;) = JEHJ{}H 0, (13)
P(D;;|©; =0;4,0; =0;;,X; =1)

JEN 0,



H;(6;) =

‘min  min
JEN 0, KEN 0,

j,0; (1 — pj0,) X

Let us briefly discuss the implication of these quan-
tities: T;(6;) is the minimum probability of discov-
ery when ¢ transmits in direction ;. R;(6;) is the
minimum discovering probability when ¢ listens in
direction 6;, and H;(6;) is the minimum probability
of discovery of neighbors of ¢ when ¢ is not interfering
in direction 6;. Note that all of these quantities are
probabilities of success that exclude the probability
of transmission and directing the beam of device i.
For clarity, let us arrange these parameters in the
following table format:

Ti(1) Ri(1) H;(1)
Ti(2) Ri(2) Hi(2)
L) R(D) HE) (16)

Then our goal is to choose the values of p; 9, and g; ¢,
to solve (12). That is, the central controller solves the
following optimization problem:

OPT-STEP: max a
Pi,qi

subject to: ¢; ¢rpi 0 Ti(0) > a, VO
¢i.0(1 —pig)Ri(0) > a, VO
(1 —pierqie)Hi(0) > a, VO

Z(Ii,e =1
0
gi,0,pi0 € 10,1], VO

The subscripted vectors p;, q; are the transmis-
sion and beam directing probabilities of device i.
Evidently, OPT-STEP maximizes the minimum of
P(D;,;) for all j € N; and 6; without decreasing the
discovery probability of other devices. Fortunately,
OPT-STEP is a well-behaved, though non-concave,
optimization for which we can offer a fast iterative
algorithm that can find a solution. We require the
following lemmas in deriving the algorithm.

Lemma 1. There exists a solution such that for any
0e{l,.... 2}, qiopioTi(0) < qio(1 — pig)Ri(0).

Proof. Assume not, i.e., gq;opi0Ti(0) > qig(l —
pio)Ri(0). Then we can simply decrease p; o to
have q;0pi,oT;(0) = qi,o(1 — pip)Ri(0). This way,
we increase the minimum of the probabilities of
successfully transmitting to and receiving from j.
Note that this also increases (1 — g; op;,0)H;(0) and
thus does not affect the solution. O

Lemma 2. There exists a solution such that for any
0€{l,...., 2}, qiopi,oTi(0) < (1 —piogie)Hi(0).

Proof. The proof is similar to above and omitted for
brevity. O

Clearly, the lemmas above do not specify the
solution, rather, in the following, we use them to
gradually improve the value of the objective in (12)
starting from a feasible point.

It is easy to see that a solution exists which satis-
fies both events, i.e., 8 € {1,..., X}, g.opi 0Ti(0) <
¢Gio(1 — pio)Ri(0) and qiepieTi(0) < (1 —
Di0Gi,0)H;(0). This can be accomplished by simply
decreasing p; ¢ such that g; op; ¢T;(0) becomes equal
to the minimum of the two other values.

Given the above observations, only one of the
following two cases can happen:

o case 1) q;9pi0Ti(0) = qio(1 — pig)Ri(0) < (1 —

qi,0Pi,0)Hi(0).

o case 2) q;opioTi(0) = (1 — qiopio)Hi(0) <

¢io(1 —pie)Ri(0).
Note that if g; gpi ¢T;(0) was strictly less than the
other two values, we can make it equal to the min-
imum of the two by increasing p; ¢. Further, recall
that p; ¢’s are independent for different 0, while g; ¢’s
are correlated as they sum up to one.

We can decide whether we are in the first or the
second case based on the ratio gﬁgg; Specifically, if
gﬁ% > qﬁ;fjgz,qge it is the case one, and it is the
second case otherwise.

Starting with case 2, we have:

H;(0)
H;(0) +T;(0)

Di, 04,0 = (17)

Hi(6)

Inserting (17) into the bound on the ratio @) we
get the following lower bound on the value of g; ¢

Hi(0) T H;(0)
W0 Z RO T+ Ti0) T m@) +he)

Notice that increasing g; o more than the bound (18)
in the second case, is a waste of resources as device @
looses the chance to look more in other directions and
will not increase the discovery probability as p; 0g;.0
is fixed. Thus, we set

_ Hi(0)  Ti(9) Hi(6)
0= RO T + o) | HE) 1)

from which by inserting into (17) we get
pio = i) (20)

Ri(0) + T;(0)
Going back to case 1, it is easy to check that
Di,0 takes equal value. This is indeed intuitive: The
probability of transmitting in direction 6; is the ratio
of probability of being discovered and the sum of the
probabilities of discovering and being discovered.
Now let us proceed to compute the probabilities
gi,p for the first case. Define C; to be the set of



while stop-condition do
Make some ordering of the devices II
for j = 1:N do
i = 11(j)
Make the table (16) for device ¢
set p; ¢ according to (20), VO
set C1 = {1,...,2},62 = (Z)
repeat
set ¢;,9 according to (21) V8 € Cy
update Gy — (0 i) < Se-rone
update C; = {1,...,X}\ Co
set g;9 according to (19) V6 € Cs
until C;,C, remain unchanged
end for

end while
Algorithm 2: Iterative Optimized Neighbor Dis-

covery Algorithm

all direction indices for which the case 2 happens.
Accordingly, we can define C; = {1,...,%}\ Ca.
Observe that the cost function does not benefit
from having different values ¢; gp; ¢T;(0) on different
directions # as it can increase the lower values by
aiming toward them more. Thus, for 8 € C;, we set

qiopioTi(0)=1t, Ve

1= pec, 40’
e Veet (21

1+ e, 0020, .o T (0)

Finally, the arbiter of determining which case each
direction 6 belongs to is the comparison with the
bound (18). Algorithm 2 summarizes the discovery
method.

Clearly, the algorithm converges as each step ei-
ther increases the cost function (12) or leaves it
unchanged. The strength of the algorithm also lies
in the fact that it converges very quickly, as each
epoch of iterating over all devices requires a number
of computations linear in the number of devices
times number of directions, i.e., NX. We stop the
algorithm when the minimum discovery probability
is not changing more than a small threshold e.

V. SIMULATION AND DISCUSSION

In this section we study the performance and the
efficiency of the schemes. The simulation setup is as
follows: we consider a D2D network of IV devices that
are distributed randomly over a square area with side
length of 250 m. Each device can form beams in four
directions, i.e., ¥ = 4. We assume that the path-loss
follows a break point model with dypearxc = 50m, and
propagation exponent ey = 2 for d; ; < dpreak, €1 =4

TABLE I
SIMULATION PARAMETERS
Osh 6 dB N 100
Carrier frequency | 30 GHz | bandwidth | 2 GHz
P 10 dBm SN Rmin 3 dB

[ 2
P

o -8-Rand. Optmzd.

f Rand. Int.

o Rand. Int. w/ update
-4- Greedy o,=0

Average discovery time (time slots)
5

-A- Greedy o, =.2

-o- Greedy o =5

20 40 60 80 100 120
Number of devices N
Fig. 1. Discovery time versus number of devices in the network.

for d; ; > dpreak, 1-€., for d; ; > dpreax We have

A o dbreak -
PL(dL]) = 1010g 47Tdb . d
rea ]

where A is the wavelength [6]. We define ¢ and
j to be neighbors if the SNR is greater than or
equal to SN Ryi,. We further assume the shadowing
Xsh, in (1), to have a lognormal distribution, with
standard deviation og,. Thus, the BS can predict the
probability that a link exists. Due to the infinite tail
of the lognormal distribution, we assume that the BS
considers j € N g if P(SNR; j > SNRy,i,) > 0.5%.
If not stated otherwise we use the parameters sum-
marized in table I.

Fig. 1 shows the average discovery time for various
values of NV; the simulation is done for 100 realization
of device locations and shadowing instances. In the
simulation we assumed that the devices need to
discover all their neighbors. Thus, in the greedy
scheme we reschedule the links if collisions occur.
However, we do not account for the overhead for
communication between the devices and the BS. As
per the figure, not surprisingly, the fully centralized
greedy scheme significantly outperforms the random-
ized schemes. We note the small impact of «ag; we
will elaborate more on this issue below. Additionally,
as can be seen from the figure, the importance of
optimizing the p; 9 and ¢; ¢ is evident.

As a modification to the random intuitive scheme,
we also simulated the case when devices can update
their directional transmission probabilities as they
discover their neighbors, following the rules in Sec.
IV-A. This shows slight improvement to the perfor-
mance.

For one realization of device locations, Fig. 2
shows the normalized number of discoveries over
time for the schemes. In this figure, we do not
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Fig. 3. Impact of ag and the sorting technique. Over 100 real-
izations of devices’ locations, the average number of considered
links is 2200 links (i.e., links that have prob. exist > 0.5%),
and on average 830 links exist (i.e., links that satisfy SNR>1
dB). The average number of missed detection is 6.6 links when
ag = 0.5 for sorting technique shown in Algorithm 1 and 12.4
links for the other technique.

consider re-transmissions. As above, the centralized
greedy scheme outperforms the random schemes. In
the simulation we used a9 = {0,0.5}. We notice
that a small portion of links are not detected due to
collisions for ag = 0.5. Additionally, when «y = 0.5,
we notice fast discoveries in the initial time slots, this
is due to the sorting technique discussed earlier.

To understand the impact of oy and the sorting
technique, Fig. 3 shows the total number of time
slots used by the centralized greedy scheme versus
g, we consider the scenarios with and without re-
transmissions. For the latter we notice that as «q in-
creases we have small schedule. But large values of o
increase the number of links that might collide, thus,
the total number of time slots needed to discover all
neighbors, i.e., with re-transmissions, increases.

In Fig. 3 we also present another sorting technique,
in particular, when we sort the links based on their
probabilities of existence, so we first schedule the
links that exist with high probability and then try
to greedily ”squeeze in” the ones that exist with low
probability. Although this technique sounds reason-
able the figure shows the importance of link grouping
presented in Sec. ITI-B.

VI. CONCLUSION

This paper addresses the problem of BS-assisted
directional neighbor discovery in D2D systems.
Specifically, assuming a probabilistic neighbor infor-
mation is apriori known at the BS, and since obtain-
ing an optimum schedule is usually complicated, we
propose two types of schemes for neighbor discovery.
We first propose a central greedy scheduling scheme
that considers the probability of link existence. We
then propose a one-way random neighbor discovery,
we choose the directional transmission probabilities
based on two techniques; the first is an intuitive
method, and the second is based on simple optimiza-
tion of the probability of successful discovery.

The central greedy scheme schedule guarantees no
collision for links that exist with probability larger
than a certain threshold, «ag, while it allows for
controlled probabilistic collision for other links. The
simulation results show that it significantly outper-
forms the randomized schemes. In addition, it shows
that o impacts the number of missed detection and
the discovery time.
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