Reference Tone Aided Transmission for Massive MIMO: Analog Beamforming without CSI
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Abstract—This work proposes a novel transmission scheme, namely Reference Tone Aided Transmission (RTAT), that can enable communication in massive MIMO systems with a single analog-to-digital converter at the receiver. Unlike conventional low complexity MIMO transceivers, it can perform receive beamforming without explicit channel estimation or use of phase shifters, thereby leading to a significant reduction in channel estimation overhead and simpler initial access. In RTAT, a sinusoidal reference tone is transmitted along with the data signals. At each receive antenna, the reference tone is recovered, and multiplied by the received signals, to obtain a base-band signal whose inter-antenna phase shift has been compensated. The resulting low-pass signals from all the antennas are then added, emulating maximal ratio combining at the receiver with imperfect channel knowledge. In this work, a receiver architecture for RTAT is proposed, its performance is analyzed and is compared with that of fully digital beamforming. The capacity maximizing power allocation problem is also considered, and one possible initial access protocol for RTAT is suggested. Simulation results show that, in comparison to hybrid beamforming, RTAT suffers only a small loss in signal-to-noise ratio, while providing a significant reduction in the channel estimation overhead.

I. INTRODUCTION

Despite their numerous benefits, especially at millimeter-wave (mm-wave) frequencies, massive Multiple-input-Multiple-output (MIMO) systems [1], wherein the transmitter (TX) and/or receiver (RX) is equipped with a very large array of antenna elements, are hard to implement in practice. This is because, though the antenna elements are themselves cheap, the corresponding up/down-conversion chains - which include mixed signal components such as filters, mixers, analog-to-digital converters (ADCs) and digital-to-analog converters (DACs) - are both expensive and power hungry. As a solution, two prospective technologies: hybrid beamforming [2, 3] and digital beamforming with low-resolution ADCs/DACs [4, 5] have been proposed. The former approach uses analog hardware, such as phase-shifters, to connect a large antenna array to a small number of up/down-conversion chains, while the latter approach uses low bit-resolution ADCs in the down-conversion chains. These approaches rely on the premise that the analog hardware and low resolution ADCs are more power efficient and cost effective than the full complexity up/down-conversion chains.

A major challenge with these approaches is the estimation of channel parameters. In hybrid beamforming, multiple pilot transmissions are required to acquire the average channel state information (aCSI) [6–8], such as the directions of departure/arrival of the channel multi-path components (MPCs). As an illustration, for an exhaustive aCSI estimation procedure, a total of $O(M_{tx}M_{rx}/J)$ such pilot transmissions are required, where $M_{tx}, M_{rx}$ are the number of TX and RX antennas and $J$ is the number of down-conversion chains at the RX. Similarly, digital beamforming with low-resolution ADCs may require long pilot sequences to compensate for the impact of quantization on channel estimation and timing and frequency synchronization [9, 10]. Such large pilot overheads may consume a significant portion of the time-frequency resources when channel estimation is required frequently, such as in fast time varying channels, e.g., vehicle-to-vehicular systems, or in channels with high blocking probabilities, e.g., at mm-wave frequencies [11]. They also increase system latency and make procedures such as initial access (IA) - wherein, a user equipment (UE) discovers a base-station (BS), synchronizes, and coordinates to initiate communication - very cumbersome [12, 13]. While some approaches can reduce this pilot overhead [8], [14], [15], they require the timing and frequency synchronization [16] to be performed without the RX beamforming gain, which may be difficult at the low signal-to-noise ratio (SNR) and high phase noise levels expected in mm-wave systems.

Therefore, in this work we propose Reference Tone Aided Transmission (RTAT), a novel scheme that enables communication in massive MIMO systems with reduced hardware and energy cost, while alleviating some of the aforementioned problems. In RTAT, the TX transmits a reference tone at a known frequency, along with the data. At each RX antenna, the received waveform corresponding to the reference signal is recovered, and multiplied to the received waveform corresponding to the data signals, in the analog domain. This results in a low-pass signal with the inter-antenna phase shift compensated. The outputs from each antenna are then summed up, low-pass filtered and sampled for data demodulation. This operation emulates maximal ratio combining (MRC) with imperfect channel state information at the RX (CSIR). In the architecture considered here, the RTAT RX uses only one down-conversion chain and can perform beamforming without requiring analog phase shifters - which may suffer large insertion losses [17], and without explicit channel estimation, thereby obviating the need for aCSI acquisition at the RX. It also exploits power from all the channel MPCs and is therefore resilient to shadow fading and blocking of MPCs. While not explored here, the received signals from the reference tone can
also be used for transmit beamforming on the reverse link. On the flip side, the RTAT transceivers, in their current suggested form, do not support multiple spatial data streams and can only be used for beamforming at one end of a communication link. They are therefore more suited for use at the UEs.

RTAT is inspired by frequency shifted reference transmission for single-input-single-output (SISO) ultra-wideband (UWB) systems [18], [19], where a similar product between data and reference signal leads to in-phase accumulation of the UWB data pulses, albeit with significant noise enhancement. Similarly, a reference tone is also used in some legacy mm-wave and optical networks [20] to compensate for carrier frequency offset and channel dispersion. However, its use for beamforming has not been explored before, to the best of our knowledge, so that RTAT constitutes a novel method for reduced-complexity massive MIMO. Furthermore, unlike frequency shift reference, RTAT does not involve bandwidth expansion and hence does not suffer from significant noise enhancement. Thus, the contributions of this paper are:

1) We propose RTAT, a novel transmission scheme for low-complexity massive MIMO systems, that does not require phase-shifters or explicit CSI estimation at the RX.

2) We propose an RX architecture for the RTAT scheme, and characterize its achievable throughput in a wideband channel, for a single spatial data-stream.

3) We derive a near-optimal power allocation for data streams and propose an IA procedure for RTAT.

4) Simulations compare performance of the proposed RTAT scheme to hybrid beamforming.

Notation: scalars are represented by light-case letters; vectors by bold-case letters; and sets by calligraphic letters. Additionally, $\bar{a} = \sqrt{-1}$, $\mathbb{E}\{\cdot\}$ represents the expectation operator, $c^*$ is the complex conjugate of a complex scalar $c$, $e^{i}$ is the Hermitian transpose of a complex vector $c$ and $\text{Re}\{\cdot\}/\text{Im}\{\cdot\}$ refer to the real/imaginary component, respectively.

II. GENERAL ASSUMPTIONS AND SYSTEM MODEL

We consider a point-to-point single-input-multiple-output (SIMO) system where the TX has a single antenna and the RX has $M \gg 1$ antennas. Note that even a point-to-point MIMO system where the TX transmits a single spatial data stream can be modeled as an equivalent SIMO system. The applicability of this model to the downlink of a cellular network is exemplified later in Section V. Both the TX and RX are assumed to have one up/down-conversion chains each. The TX transmits OFDM symbols with $2K+1$ sub-carriers, indexed by the carrier recovery process at RX, as shall be discussed later. For convenience, we also neglect phase noise at the TX.

The complex equivalent transmit signal for the 0th symbol can then be expressed as:

$$s_{tx}(t) = \sqrt{\frac{T_c}{T_s}} \left[ \sqrt{E_s} + \sum_{k \in K} x_k e^{j2\pi f_{ct}} \right] e^{j2\pi f_{ct}} (1)$$

for $-T_{cp} \leq t \leq T_s$, where $E_s$ is the energy allocated to the reference tone, $x_k$ is the data symbol at the $k$-th OFDM sub-carrier, $f_c$ is the carrier frequency, $f_{ct} = k / T_s$ represents the frequency offset of the $k$-th sub-carrier from the reference signal and $T_c, T_{cp}$ are the symbol duration and the cyclic prefix duration, respectively. Here we define the complex equivalent signal such that the actual (real) transmit signal is given by $\text{Re}\{s_{tx}(t)\}$. For convenience, we also assume that $f_c$ is a multiple of both $1/T_s$ and $1/(T_{cp} + T_s)$, which ensures that the reference tone has no phase transitions between symbols. We further assume the data vector $x$ has independent zero mean entries. The total average transmit symbol energy is given by $E_s = E_s + \sum_{k \in K} E_{d}(k)$, where $E_{d}(k)$ = $E\{|x_k|^2\}$ is the energy allocated to the $k$-th sub-carrier.

The channel is assumed to have $L \ll M$ scatterers with the $M \times 1$ channel impulse response vector given as [11]:

$$h(t) = \sum_{\ell=0}^{L-1} \alpha_{\ell} a(\phi_{\ell}, \theta_{\ell}) \delta(t - \tau_{\ell}) (2)$$

where $\phi_{\ell}, \theta_{\ell}$ are the azimuth and elevation angles of arrival, $\alpha_{\ell}$ is the complex gain and $\tau_{\ell}$ is the delay, respectively, of the $\ell$-th scatterer, $\delta(t)$ is the Dirac delta function, and $a(\phi, \theta)$ is the RX array response vector for azimuth angle $\phi$ and elevation angle $\theta$. To prevent inter symbol interference, we let the cyclic prefix be longer than the maximum channel delay: $T_{cp} > \tau_{L-1}$. For ease of analysis, we further assume that the array response vectors for the scatterers are mutually orthogonal, i.e., $a(\phi_{\ell}, \theta_{\ell})a(\phi_j, \theta_j) = M$ if $i = j$ and 0 otherwise. This assumption is reasonable if the scatterers are well separated and $M >> L$ [21]. To model a generic time varying channel, we assume that the MPC parameters $\{\alpha_{\ell}, \phi_{\ell}, \theta_{\ell}, \tau_{\ell}\}$ remain constant for at least a coherence time interval $T_{coh}$, and may not change afterwards.

Ignoring any RX non-linear effects, the $M \times 1$ complex equivalent received waveform for $0 \leq t \leq T_s$ can be expressed as:

$$s_{rx}(t) = \sum_{\ell=0}^{L-1} \alpha_{\ell} a(\phi_{\ell}, \theta_{\ell}) s_{bb}(t - \tau_{\ell}) e^{j2\pi f_{ct}(t - \tau_{\ell})} + n(t), (3)$$

where $s_{bb}(t) \triangleq s_{tx}(t) e^{-j2\pi f_{ct}}$ is the base-band transmit signal, and $n(t)$ is the $M \times 1$ stationary, complex additive Gaussian noise process vector, with individual entries being circularly symmetric, independent and identically distributed (i.i.d.), and having a power spectral density: $S_{n}(f) = 2N_0$ for all $f \geq 0$. Using a Fourier series expansion, the noise for $0 \leq t \leq T_s$ can be expressed as:

$$n(t) = \sum_{k=0}^{\infty} \mathbb{N}[k] e^{j2\pi f_{kt}} = \sum_{k=-f_{s}T_s}^{f_{s}T_s} \mathbb{N}[k] e^{j2\pi f_{kt}} e^{j2\pi f_{kt}}, (4)$$
where \( f_k = k/T_s \) as before, \( \tilde{N}[k] \) is a \( M \times 1 \) vector with i.i.d. \( \mathcal{CN}(0, 2N_0/T_s) \) entries and we define \( N[k] = \tilde{N}[k + f_c T_s] \). Furthermore \( N[k] \) and \( \tilde{N}[k] \) are mutually independent for \( k \neq \tilde{k} \). This expansion shall be helpful in the forthcoming analysis.

The received signal \( s_{rx,m}(t) \) at each antenna \( m \) is then passed through a low noise amplifier (LNA) and multiplied by a narrow band-pass filtered version of itself, as depicted in Fig. 1a. The frequency response of the narrow band-pass filter (nBPF) used is as depicted in Fig. 1b, and it essentially recovers the reference tone. The \( M \times 1 \) complex equivalent output from the nBPFs at the \( M \) antennas for \( 0 \leq t \leq T_s \) can be expressed as:

\[
\hat{s}_{rx}(t) = \sum_{\ell=0}^{L-1} \sqrt{\frac{E_r}{T_s}} M|\alpha\ell|^2 e^{j2\pi f_c(t-\tau_\ell)} + \hat{n}(t),
\]

where \( \hat{n}(t) = \sum_{k=-g}^{g} \tilde{N}[k] e^{j2\pi(f_c + f_k)t} \) with \( \tilde{N}[k] = \sqrt{2}N[k] \) for \( k \neq 0 \) and \( \tilde{N}[0] = N[0] \). By using a linear approximation for the output phase noise of a phase locked loop (PLL) [22], it can be shown that such a sharp nBPF can be closely approximated by a PLL followed by a variable gain amplifier. In such an implementation, the noise in (5) represents the PLL phase noise, \( f_g \) is the PLL loop bandwidth and \( g \) can be as low as 6 [20]. For brevity, we shall assume availability of such an nBPF block at each antenna, and shall discuss implementation details in future work.

The received signal \( \text{Re}\{s_{rx,m}(t)\} \) at each antenna \( m \) is then mixed with the recovered nBPF output \( \text{Re}\{\hat{s}_{rx}(t)\} \) and its quadrature counterpart \( \text{Im}\{\hat{s}_{rx}(t)\} \), as depicted in Fig. 1a. The mixed outputs are then summed up and low pass filtered (with cut-off frequency \( f_K \)) to obtain, for \( 0 \leq t \leq T_s \):

\[
u_{\text{LPF}}(t) = \text{LPF}\{\hat{s}_{rx}(t)\} = \sum_{\ell=0}^{L-1} \sqrt{\frac{E_r}{T_s}} M|\alpha\ell|^2 e^{j2\pi f_k(t-\tau_\ell)} + \hat{n}(t). \tag{6}
\]

where we represent the outputs corresponding to the in-phase and quadrature phase components of \( \hat{s}_{rx}(t) \) as the Re, Im components of \( \nu_{\text{LPF}}(t) \), we set \( x_k = 0 \) for \( k \notin K \), we use the orthogonality assumption for the array response vectors, and the Fourier series expansion of the noise terms. Finally, \( \nu_{\text{LPF}}(t) \) is sampled by an ADC at a sampling rate of \( T_s/(2K+1) \) samples/sec and conventional OFDM demodulation follows.\(^3\) As shall be shown in following sections, \( \nu_{\text{LPF}}(t) \) attains a good SNR and so we shall henceforth assume perfect timing synchronization between TX and RX.

III. ANALYSIS OF THE DEMODULATION OUTPUTS

The OFDM demodulated output for the \( k \)-th subcarrier, for any \( k \in K \), can be expressed as:

\[
Y_k = \frac{T_s}{2K+1} \sum_{u=0}^{2K} u T_s \text{LPF}\left(\frac{uT_s}{2K+1}\right) e^{-j2\pi u_k}, \tag{7}
\]

We shall split \( Y_k \) as \( Y_k = \hat{S}_k + \hat{Z}_k \) where \( \hat{S}_k \), referred to as the signal component, involves terms in (7) not containing the channel noise and \( \hat{Z}_k \) referred to as the noise component, containing the remaining terms. For simplicity, we consider a sub-optimal demodulation approach where \( \hat{Z}_k \) is treated as noise.

A. Signal component analysis

From (6)–(7), the signal component of the OFDM demodulated output \( Y_k \), for any \( k \in K \), can be expressed as:

\[
\hat{S}_k = \sum_{u=0}^{2K} \sum_{\ell=0}^{L-1} \sqrt{\frac{E_r}{T_s}} M|\alpha\ell|^2 e^{j2\pi f_k \left( \frac{uT_s}{2K+1} - \tau_\ell \right)} e^{-j2\pi u_k}.
\]

Essentially, the RX utilizes the received signal vector corresponding to the reference tone as weights to combine the

\(^3\) Since the reference tone-reference tone product in (6) produces a DC output, using a DC shift can negate its impact on the ADC dynamic range.
received signal vector corresponding to the data sub-carriers, i.e., it emulates MRC combining with imperfect CSIR. Since this operation takes place in the RF domain, the proposed RX does not rely on explicit channel estimation or phase-shifters for combining the received signals. However, as is evident from (8), the signal from the L multi-path components do not add up in-phase, at the demodulation outputs. This is due to the fact that the reference tone and the k-th data stream pass through slightly different channels owing to the difference in their modulating frequency. This leads to some amount of frequency selective fading, the impact of which is quantified in sections IV and VI.

B. Noise component analysis

From (6)–(7), the noise component of the OFDM demodulation output $\bar{Y}_k$, for any $k \in \mathcal{K}$, can be expressed as:

$$
\bar{Z}_k = \sum_{u=0}^{2K} \sum_{t=0}^{L-1} \left( \sqrt{\frac{E_s}{2T_s}} \alpha_t e^{j2\pi f_{c}\tau} a(\phi_t, \theta_t) \right) \mathbf{N}[k] e^{j2\pi ku} + \sum_{k=-g}^{g} e^{-j2\pi \frac{f_{c}+f_k}{T_s} \tau} x_{k+k} \mathbf{N}[k] a(\phi_t, \theta_t) + \sum_{k=-g}^{g} \frac{e^{-j2\pi \frac{f_{c}+f_k}{T_s} \tau}}{2} \mathbf{N}[k] \mathbf{N}[k+k] \right)
$$

where $x_k = 0$ for $k \notin \mathcal{K}$, and (1) follows by observing that the other terms in (6) do not contribute to the k-th demodulation output. As evident, the noise consists of both: noise-noise and data-noise cross product terms. Given the transmit data vector $x$ and channel impulse response $h(t)$, the conditional mean of the noise components can be computed as:

$$
\mathbb{E}\{Z_k|x, h\} = 0, \quad k \in \mathcal{K},
$$

which follows from (4). Similarly, the conditional second statistics of the noise components can be expressed as (detailed steps are given in Appendix A):

$$
\mathcal{K}_{a,b}(x, h) \triangleq \mathbb{E}\{Z_a Z_b^*\}
$$

and $\mathcal{A}_a = \{(\bar{k}, \bar{k})|\bar{k} = \bar{k} + a, -g \leq \bar{k}, \bar{k} \leq g\}$. Note that $\mathcal{A}_a = \emptyset$ for $|a| > 2g$, i.e., the pseudo cross-covariance is 0 for most of the demodulated sub-carriers. Clearly, from (10)–(11) we see that the noise components at the OFDM outputs are mutually correlated and are further dependent on the data vector $x$. Therefore, for optimal decoding, a joint estimation of the data vector $x$ should be performed. Here we consider the simple approach, where the dependence of noise terms on $x$ is not exploited. Under this assumption, the noise variances, averaged over the transmit data vector $\mathbf{x}$ reduce to:

$$
\mathcal{K}_{a,b}(h) = \beta_{0,0} N_0 \delta_{a,b} \left( E_r + \sum_{k \in \mathcal{B}_a} E_{d(k+a)} \right)
$$

(12a)

$$
\tilde{\mathcal{K}}_{a,b}(h) \approx 0,
$$

(12b)

where we use the fact that $\mathbf{x}$ has zero mean, mutually independent entries, we define $\mathcal{B}_a = \{k|a+k > g, -g \leq k \leq g, k \neq 0\}$, and neglect the pseudo cross-covariance term in (11). We shall further approximate the noise components $\{Z_k|k \in \mathcal{K}\}$ to be jointly Gaussian distributed, which allows us to find a closed-form lower bound to the system capacity. The validity of this assumption is tested via simulations in Section VI.

IV. PERFORMANCE ANALYSIS

Using (8), (12) and the joint Gaussian assumption for $\{Z_k|k \in \mathcal{K}\}$, the effective SISO channel between the transmit data and the demodulation outputs can be expressed as:

$$
\bar{Y}_k = M \sqrt{E_s E_{d(k)}} \beta_{k,0}(h) \bar{x}_k + \bar{Z}_k, \quad k \in \mathcal{K},
$$

(13)

where, $\bar{x}_k \triangleq x_k/\sqrt{E_s(k)}$ and $\bar{Z}_k \sim \mathcal{CN}(0, \tilde{\mathcal{K}}_{k,k}(h))$. Note that (13) represents a parallel Gaussian channel. The SNR and instantaneous spectral efficiency (ISE), respectively, for the k-th data stream can then be expressed as:

$$
\gamma_d(h(t)) = \frac{M \sqrt{E_s E_{d(k)}} |\beta_{k,0}(h)|^2}{\beta_{0,0} N_0 \sum_{k \in \mathcal{B}_a} E_{d(k)} + \sum_{k \in \mathcal{B}_a} E_{d(k+a)} + N_0^2 [1 + 2g \epsilon]},
$$

(14)

$$
\text{iSE}(h(t)) \triangleq \sum_{k \in \mathcal{K}} \frac{1}{2K+1} \log \left( 1 + \gamma_d(h(t)) \right),
$$

(15)

where we neglect the cyclic prefix overhead for convenience. Note that even though the RX does not explicitly estimate the array response vectors $a(\phi_t, \theta_t)$ for the MPCs and does not use phase-shifters, we still observe a beamforming gain of $M$ in $\gamma_k(h(t))$. However, one drawback is that $\beta_{k,0}(h) \leq \beta_{0,0}(h)$, and is different for each $k$ i.e., we encounter some frequency selective fading. The performance loss due to this fading behavior is studied via simulations in Section VI.

Note that the channel gain and noise variance in (13): $\{\beta_{k,0}(h), \tilde{\mathcal{K}}_{k,k}(h)|k \in \mathcal{K}\}$ need to be estimated at the RX, for data demodulation. This can be achieved by transmitting pilot symbols (and null pilots) on the data sub-carriers. Since the RX has a good beamforming gain (14), and $\{\beta_{k,0}(h), \tilde{\mathcal{K}}_{k,k}(h)|k \in \mathcal{K}\}$ are average channel parameters which change slowly with time, they can be tracked accurately with very low estimation overhead. If required, these parameters can further be fed back to the TX, via a feedback channel,
for adaptive modulation and power allocation. Since the pilots are used only to estimate the average SISO channel parameters and not the actual SIMO channel, the advantages of simplified IA and channel estimation are still applicable for the proposed scheme.

A. Power Allocation

In this subsection we aim to find the iSE maximizing power allocation to the data sub-carriers and reference tone. Since both the signal and noise variances in (13) are affected by the transmit powers in a non-linear way, finding the optimal power allocation is difficult. We shall therefore rely on the following approximate SNR expression for power allocation:

\[
\tilde{\gamma}_d(h(t)) = \frac{M E_t E_d^{(k)} |\beta_{k,0}(h)|^2}{\beta_{0,0} N_0 |E_v + (E_{v} - E_{t}) 1 + g e / |\kappa|^2| + N_0^2 [1 + 2 g e]},
\]

(16)

which is obtained by using \( |B_k| \approx g \) and by replacing \( E_d^{(k)} \) by \((E_{v} - E_{t}) / |\kappa|\). For \( \hat{\gamma}_d(h(t)) \) we have the following lemma.

Lemma 1. For any feasible power allocation \( \{ E_t, E_d^{(k)} | k \in K \} \), we have: \( \hat{\gamma}_d(h(t)) \leq \tilde{\gamma}_d(h(t)) \) for all \( k \in K \), where \( \hat{\gamma}_d(h(t)) \) is the approximate SNR with:

\[
\tilde{E}_v = \frac{-\chi + \sqrt{\chi^2 + 2\xi E_{v}}}{\xi}, \quad \tilde{E}_d^{(k)} = \frac{E_d^{(k)} (E_{v} - E_{t})}{E_{v} - E_{t}} \quad (17)
\]

\( \chi = N_0^2 [1 + 2 g e] + \beta_{0,0} N_0 E_v 1 + g e / |\kappa|^2 \) and \( \xi = \beta_{0,0} N_0 (1 - 1 + g e / |\kappa|^2) \).

Proof. For any power allocation \( \{ E_t, E_d^{(k)} | k \in K \} \), consider the alternate power allocation \( \{ \hat{E}_t, \hat{E}_d^{(k)} (E_v - E_t) | k \in K \} \) for some \( \hat{E}_t \in [0, E_v] \). Then from (16), for any \( k \in K \) we have:

\[
\hat{\gamma}_d(h(t)) = \frac{M \hat{E}_t \hat{E}_d^{(k)} (E_v - E_t) |\beta_{k,0}(h)|^2}{(E_v - E_t) \xi (E_v + \chi)},
\]

(18)

where \( \hat{\gamma}_d(h(t)) \) is the approximate SNR with the alternate power allocation, and \( \xi, \chi \) are as defined in (17). By finding the second derivative of (18) with respect to \( \hat{E}_t \), it can be verified that \( \hat{\gamma}_d(h(t)) \) is a concave function of \( \hat{E}_t \). Therefore, now equating the first derivative of (18) with respect to \( \hat{E}_t \) to zero, we find that \( \hat{\gamma}_d(h(t)) \) is maximized for:

\[
\hat{E}_t = -\chi + \sqrt{\chi^2 + 2\xi E_{v}},
\]

(19)

where we skip the explicit steps for brevity. Since \( \hat{\gamma}_d(h(t)) = \hat{\gamma}_k(h(t)) \) for \( \hat{E}_t = \hat{E}_t \), we have \( \hat{\gamma}_d(h(t)) \leq \hat{\gamma}_k(h(t)) \).

As a consequence of Lemma 1, the approximate data stream SNRs in (16) are maximized by using \( E_t = \hat{E}_t \). Now using \( \hat{\gamma}_k(h(t)) \) instead of \( \gamma_k(h(t)) \) in (15) with \( \sum_k E_d^{(k)} = E_v - E_a \), a sub-optimal iSE maximizing power allocation for \( \{ E_d^{(k)} | k \in K \} \) can be obtained by the water-filling algorithm.

Note that for \( |K| \gg 1 \), by ignoring the \( N_0^2 \) term and assuming \( |\beta_{k,0}(h)|^2 \approx |\beta_{0,0}(h)|^2 \) in (16), \( \hat{\gamma}_k(h(t)) \) is same as the SNR for MRC combining with perfect CSIR. To show that such an \( N_0^2 \) term is also encountered in other receivers with noisy channel estimation, we next consider a fully digital \( M \)-antenna RX.

B. Digital beamforming with full resolution ADCs

For simplicity, we make the optimistic assumption that the fully digital RX has perfect knowledge of \( \text{span} \{ \{\mathbf{a}(\phi, \theta)_i \} | 1 \leq \ell \leq L \} \), and therefore uses a \( M \times L \) unitary digital pre-combiner \( \mathbf{U} \) with columns \( \text{span} \{ \mathbf{U}_i \} = \text{span} \{ \{\mathbf{a}(\phi, \theta)_i \} | 1 \leq \ell \leq L \} \). Within each coherence time interval, the TX transmits one pilot symbol and RX uses the minimum-mean-square-error (MMSE) channel estimation procedure. We consider the use of sub-optimal non-parametric approach, where the estimation is independent for each coherence time and coherence bandwidth. Within a coherence bandwidth however, the channel is assumed to be frequency flat, allowing a joint estimation across the sub-carriers. We state without proof that under this setting, and using analysis similar to Section III, the effective SNR for a fully digital RX can be obtained as:

\[
\gamma_{k}^{FD}(h(t)) = \frac{M E_v^2 |\beta_{0,0}(h)|^2 / (2K + 1)}{\beta_{0,0} N_0 (1 + 1 / K_{coh}) + \ell (2K + 1) / M K_{coh} N_0^2},
\]

(20)

where \( K_{coh} \) represents the number of sub-carriers within a coherence bandwidth. Note the similarity of \( \gamma_{k}^{FD}(h(t)) \) to (16). A similar analytical comparison to hybrid beamforming and digital beamforming with low-resolution ADCs is beyond the scope of this paper, and shall be explored in future work.

V. A SAMPLE INITIAL ACCESS PROTOCOL

To illustrate the IA advantages of RTAT, here we propose a sample IA protocol. We consider several multi-antenna BSs deployed over a coverage area, using either fully digital or hybrid beamforming. The BSs are assumed to periodically transmit a primary synchronization sequence (PSS), with a common reference tone. We assume an exhaustive beam-scanning procedure [12], where this PSS is sequentially transmitted among different azimuth directions by each BS. Since no beam-search is required at a UE with a RTAT RX, the PSS needs to be transmitted only once for each BS azimuth direction. While use of a common reference tone for the PSS may cause reference tone contamination (similar to pilot contamination), the interference can be avoided by using disjoint data sub-carriers to transmit each BS’s PSS control information. The control information in the PSS includes the frequency for a second reference tone, which is exclusive and well-separated for each BS. Using this control information, the UE adapts its nBPFF to the exclusive reference tone of a chosen BS. It also transmits a return packet to inform the BS the azimuth direction to use. Further control information and the actual data transmission happens using this exclusive tone, with the data streams at each BS occupying same bandwidth.\(^5\)

Note that there is no carrier frequency offset, and the symbol synchronization is easy since it is performed with the RX

\[^5\text{Note that \( \mathcal{K} \) does not need to be symmetric about the reference tone.}\]

beamforming gain.

While a low PSS count per TX azimuth direction can also be achieved by using wider beams at the RX [13], this reduces
the RX beamforming gain and the coverage radius. In contrast, RTAT retains the full RX beamforming gain.

VI. SIMULATION RESULTS

For simulations, we assume a single-user MIMO system in downlink, having a multi-antenna BS and a UE with a half-wavelength spaced uniform linear array \((M = 32)\). We also assume that the BS has a CSI knowledge (via some IA procedure), and it beamforms a single spatial data stream towards the UE, having an RTAT receiver architecture and one down-conversion chain. The BS transmits OFDM symbols with \(T_s = 2\mu s\), \(T_{cp} = 0.2\mu s\) and \(f_c = 30\) GHz. By including the transmit precoding beam into the channel, we consider a sample effective channel impulse response \(h(t)\) between the BS beam and UE with: \(L = 3\), \(\tau_\ell = 50/\ell - 1\) ns, \(\phi_\ell = (\ell - 1)\pi/10\), \(\alpha_\ell = (-1)^{\ell+1}\exp\{-|\phi_\ell|/\sigma_\phi\}\), \(\sigma_\phi = \pi/10\) and \(|a(\phi_\ell, \theta_j)|_m = \exp\{\pi\sin(\phi_\ell)\}\). We also assume perfect timing synchronization, and perfect knowledge of \(\{\beta_k | k \in K\}\) at the UE. For this \(h(t)\), the symbol error rate (SER) for (7), obtained by Monte-Carlo simulations, is compared to the analytical SER for the effective channel (13) in Fig. 2. The perfect match between the analytical and simulation results validates our analysis and the effective channel model in (13). Due to the frequency selective fading, we also observe that the SER changes with \(k\).

![Fig. 2. SER for data streams \(k = 1, K/2, K\) of an RTAT receiver with QAM modulation (\(K = 50\), \(E_s\) from Lemma 1, \(E_s^{(k)} = (E_s - E_c)/|K|\), \(K = 50\), \(g = 6\), \(\epsilon = 0.1\)).](image)

We next compare the iSE of RTAT (15) to the iSE of hybrid beamforming\(^6\) with no phase noise. For channel estimation in hybrid beamforming, in each aCSI coherence time, we assume the UE sequentially scans the received signal at co-prime locations of the antenna array [8]. Using these received signals, the UE uses the nuclear norm minimization (NNM) algorithm [8] to estimate the RX correlation matrix \(\sum_\ell (|a(\phi_\ell, \theta_j)|a(\phi_\ell, \theta_j))^T\). It’s largest eigenvector is then used as the analog beamformer for data reception. We also assume perfect knowledge of \(N_0\) and the exact \(\ell_2\)-norm of error for NNM. Since there is very little work on performance

\(^6\)Since UE has one RF chain, this is same as analog beamforming.

of low resolution ADCs with channel estimation in sparse wide-band channels [4], we do not include it in the comparison here. The results show that for \(\beta_{0,0}E_s/N_0 \geq 15\) dB, the RTAT suffers from an SNR loss of \(\approx 2.5\) dB in comparison to hybrid beamforming. Note that since \(E_s\) is the total transmit power and \(\beta_{0,0}\) includes the BS beamforming gain, having \(\beta_{0,0}E_s/N_0 \geq 15\) dB is reasonable. Furthermore, performance of equal data power allocation is comparable to water-filling. However these results are subjective and depend on \(L\). Larger values of \(L\) intensify the frequency selective fading of RTAT, thereby increasing the SNR loss. Therefore, RTAT is more suited to sparse channels with very few MPCs between the TX beam and RX. Note that the iSE curves in Fig. 3 do not include the channel estimation overhead. As an illustration, assuming that the aCSI coherence time is 10 ms and the BS has 100 antennas and performs exhaustive beam search, channel estimation consumes 2\% and 22\% of the time-frequency resources for RTAT and hybrid beamforming, respectively. Therefore RTAT can provide significant savings in estimation overhead at the cost of a small drop in SNR.

On the analog hardware front, the RTAT RX requires \(2M\) mixers, \(M\) LNAs and \(M\) BPF filters (implemented using PLLs), where as, hybrid beamforming requires \(M\) analog phase-shifters, and possibly \(M\) LNAs and \(M\) mixers [17]. A comparative study of the hardware cost or energy consumption of these designs is beyond the scope of this paper. Alternate, and possibly more cost-efficient, designs for an RTAT RX may also exist, which shall be explored in future work.

VII. CONCLUSION

In this work a novel new approach to reduce the hardware cost of massive MIMO systems, namely reference tone aided transmission is proposed. In RTAT the TX transmits a sinusoidal reference tone along with the data. The RX essentially recovers the reference tone at each antenna and uses it for down-converting the data signals to base-band, thereby,
compensating for the inter-antenna phase shift of each MPC. Note that this operation can be interpreted as analog channel estimation of the reference tone. Thus effectively, this work shows that channel estimation of a sinusoidal pilot/reference tone is sufficient to obtain a good RX beamforming gain for a wide-band system with a single spatial data-stream. Further, the analysis suggests that the effective RTAT channel between the TX data and RX can be interpreted as a parallel Gaussian channel with frequency selective fading, where the frequency selectivity arises due to frequency mismatch between the reference tone and data sub-carriers. It is also shown that the SNR expressions for RTAT and for a fully digital RX with non-parametric channel estimation are similar. Finally, the simulation results suggest that, in comparison to hybrid beamforming, RTAT suffers only a small loss in SNR, while providing significant savings in estimation overhead.

APPENDIX A

From (9), the conditional cross-covariance between the noise components at the $a$ and $b$-th demodulation outputs can be computed as:

$$K_{a,b}(x, h) = \sum_{\ell_1, \ell_2} \left( \frac{E_1 T_s}{2} \alpha_{\ell_1} \alpha_{\ell_2} e^{2\pi j f_{c}(\tau_1 - \tau_2)} a(\phi_{\ell_1}, \theta_{\ell_1}) \right. $$

$$\times E_N \{N[a] N[b]\} a(\phi_{\ell_2}, \theta_{\ell_2})$$

$$+ \sum_{\ell_1, \ell_2} \sum_{k=-g}^{g} \left( \frac{g}{2} \alpha_{\ell_1} \alpha_{\ell_2} T_s e^{-j2\pi (f_c + f_\delta + f_k) \tau_{12}} e^{j2\pi (f_c + f_k) \tau_k} \right. $$

$$\times x_{k+a} a(\phi_{\ell_2}, \theta_{\ell_2})^\dagger (2N[\bar{N}[\ell]]) a(\phi_{\ell_1}, \theta_{\ell_1})$$

$$+ \frac{T_s^2}{4} \sum_{k=-g}^{g} \sum_{k'=-g}^{g} E_N \{N[k] N[a+b] N[k'] N[k]\}$$

$$\sum_{l=1}^{L} \alpha_{l} e^{j2\pi f_{l}\tau}$$

$$E[x_{a+b}^* x_{a+b}^*] \right) + a_{b} M \left( (1-\epsilon) N_{0}^2 + \sum_{k=-g}^{g} \epsilon N_{0}^2 \right)$$

(21)

where (1) follows from the fact that odd moments of $N[k]$ are 0; and (2) follows from (4)-(5), by defining $\delta_{a,b} = 1$ if $a = b$ and 0 otherwise, and the fact the array response vectors $a(\phi, \theta)$ are mutually orthogonal. Using similar steps, the conditional pseudo cross-covariance between the noise components at the $a$ and $b$-th demodulation outputs can be shown to be given by (11).
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