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1 Introduction

1.1 Motivation for D2D-based video distribution

Wireless data traffic has been increasing by 50%− 100% per year over the past
decade, and is expected to continue this spectacular growth. The majority of
this video traffic (currently > 65% and growing) stems from wireless video, in
particular video streaming, i.e., services like Netflix, Disney+, and Youtube.
Essentially, video streaming has emerged as the ”killer application” of 4G and
early 5G wireless systems.

At the same time, the large and increasing data traffic strains the resources
of the networks. Traditional methods for increasing network capacity include
addition of new spectrum, network densification, heterogeneous networks, and
use of massive antenna arrays. However, all of these solutions are expensive
as they require either license fees or new infrastructure. Furthermore, they are
not scalable - both spectrum, and locations at which BSs (and their associated
backhaul) can be placed are limited.

Yet, wireless video has a special property that allows a much more efficient
distribution than most other types of data files: it has a very concentrated
popularity distribution, i.e., a relatively small number of popular movies/clips
accounts for the majority of the data traffic. In traditional TV, this fact was
exploited by the broadcast effect, such that the system throughput per user was
independent of the number of users. Of course, this was achieved by forcing
users to watch a pre-determined video at a pre-determined time. Asynchronous
content reuse, which normally requires transmission at unpredictable times, to
each user separately, can be made more efficient by caching of content at the
devices; the downloading to the devices can then occur at times when it does
not affect overall network performance, e.g., during the night. In its simplest
form, called self-caching, a device would cache the videos that they anticipate
its owner to watch (this is implemented, e.g., in Netflix’s”smart download”).
However, due to the limited storage space on cellphones and similar devices,
the percentage of files that can be downloaded is small and does not lead to a
significant relief of the network.
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A solution for this problem was first suggested in [18–20]: different devices,
which are in close proximity, and which have different videos cached, exchange
(upon request) files through a spectrally efficient device-to-device communica-
tions process. If at the time of caching it is known which devices will be close
together during the file exchange, a deterministic choice of which device caches
which video can be made; otherwise, each device can determine, independently
and randomly (but according to a given probability density function), which
videos it will cache. A group of close-together devices can then be seen as
“pooling” their caching resources, while efficiently communicating from the de-
vice that has the video stored, to the device that requests it. The more caching
space is available on each device, the less bandwidth is required for commu-
nication (desired files are closer to the requesting user, so that area spectral
efficiency of the communication is increased). This thus allows to “turn mem-
ory into bandwidth”. Considering that memory is a relatively cheap resource,
and bandwidth is the most expensive one in wireless systems, this is a very
attractive tradeoff. Simulations under realistic settings indicated that network
throughput can be increased by one to two orders of magnitude. Consequently,
this topic has been investigated extensively over the past 9 years, and some 1000
papers have been published - various aspects are discussed in other parts of this
book, and the reviews [5, 41,48].

A fundamental question is whether the approach is scalable: in particular,
as the density of users increases, are the benefits of caching retained, or do they
peter out? From intuition, one might hope that caching benefits are retained:
the number of file requesters, and the number of available caches, both increase
proportionately as the user density increases. Yet, other effects, such as the in-
crease of the file library (i.e., the collection of videos that the users might want
to see) might create problems. Scaling laws aim to obtain the fundamental
behavior of throughput and other relevant quantities as user density becomes
very large. By providing lower and upper bounds (achievable bound and con-
verse), we can judge not only the potential of a scheme, but also whether an
implementable scheme might be close to the theoretical optimum.

In this chapter, we will first review scaling laws for “standard” (non-caching)
D2D networks, as well as other caching approaches that do not make use of
D2D communications (see Sec. ?.1.b). Sec. 2 the summarizes the system model
that underlies most scaling law investigations. This is followed by a review of
scaling laws for single-hop and multi-hop networks in Secs. 3 and 4, respectively.
Next, we discuss the scaling laws when coded caching is combined with D2D
communications in Sec. 5. A discussion of how the scaling laws relate to practical
implementation rounds off the chapter.

1.2 D2D scaling laws without caching

Cache-aided D2D networks show considerable similarity to ad-hoc networks. In
both cases, communications occur not through a central infrastructure node,
but directly between devices. The main difference is that in ad-hoc networks a
device might want to talk to a specific other device, while in cache-aided D2D
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networks, a device wants to receive a content, and does not care which device
sends it. Still, scaling laws for ad-hoc networks are an important reference point
and many of the techniques developed for them can be adapted for cache-aided
D2D networks.

A milestone in scaling laws for ad-hoc networks was the work by Gupta
and Kumar [22], which investigated the transport capacity when multi-hop re-
laying was allowed. Placing N users that are either placed arbitrarily or ran-
domly, both a lower (achievable) bound on the throughput per user, of the

order Θ
(

1√
N logN

)
and an upper bound (under some conditions) of Θ

(
1√
N

)
were derived. In [4], a similar analysis was conducted with a more general

physical model and the upper bound Θ
(

1√
N

)
was validated under general con-

ditions. The Θ(
√

logN) gap between the achievable throughput and the upper
bound was closed in [13], however, with a slightly different model where the user
distribution is described by a Poisson point process (PPP). A number of other
schemes and channel models were investigated in other papers as well.

While all the above techniques were based on single-hop or multi-hop relay-
ing, a more complicated transmission scheme can actually increase the through-
put in a scaling law sense. Ref. [56] introduced a hierarchical cooperation
scheme, where the cooperation between users is employed to form a distributed
multiple-input multiple-output (MIMO) system among the users. The result-
ing scaling of the throughput per user is almost Θ (1), at the price of very
complicated cooperation among user nodes. Finally, besides the scaling laws
for throughput also those for the throughput-delay tradeoff have been investi-
gated [11,12,14].

Other scaling laws were developed in the computer science literature, with
content delivery networks in mind. Assuming wired connections, [10] proposed
a caching policy (square-root replication policy) that provides the optimum
design in terms of the expected number of nodes to visit until finding the desired
content.

An important alternative to D2D-based caching networks is the so-called
coded caching, in which devices locally cache part of the files. Then, the base
station broadcasts a network-coded transmission such that the each device can
recover the desired files from the stored parts of the files and the broadcast
transmission; thus all devices can recover the desired files simultaneously. The
seminal paper of [46] provided the scaling laws which are - as will be discussed
more in Sec. 5, comparable to those achievable with cache-aided D2D networks,
though the latter perform better in realistic circumstances.

Of course, the approach that is used in currently implemented networks,
namely treating each file transmission as a separate unicast transmission, has
a scaling law for the throughput as well - the throughput per user decreases as
Θ (1/N).
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2 System model

2.1 Popularity model

The scaling laws discussed in this chapter assume a certain popularity distri-
bution of the files. More precisely, it is assumed that user u ∈ U requests a
file fu ∈ F = {1, . . . ,M} in an i.i.d. manner, according to a given request
probability mass function {Pr(f) : f ∈ F}. Here F = {1, . . . ,M} denotes the
“file library”, from which the requests are made. Note that this library con-
tains only the files the users might be interested in, and thus M may change
as the number of users changes (see below). We note that the assumption of
i.i.d. requests might be violated in practice, either because different users have
different tastes and thus different request probability, and/or because different
users influence each other, e.g., through social networks. Yet, the i.i.d. model is
used in essentially all scaling law investigations, because it enables much better
mathematical tractability. Moreover, it is assumed that different users making
the requests on the same file would request different segments of the file (e.g.,
due to different start times for streaming a video), which means that naive mul-
ticasting does not provide any gain. It is furthermore commonly assumed that
all files have the same size; if large files exist, they can be broken into smaller
chunks.

The most common assumption for the probability mass function (PMF) of
the file popularity is that Pr is a Zipf distribution with parameter γ [9], i.e.,

Pr(f) =
f−γ∑M
j=1 j

−γ
(1)

for f = 1, . . . ,M . This distribution is not only well-suited for closed-form
analysis, but also was shown to be in agreement with early investigations into
the popularity of Youtube videos [9]. The Zipf parameter γ can be interpreted as
a measure for the popularity concentration - the larger γ, the more a few popular
videos determine traffic. It also has important mathematical consequences: for
γ < 1, the distribution is heavy-tailed, and for M → ∞, Pr(f) → 0 for all f .
For γ > 1, the sum in the denominator of (1) sums to a finite value for M →∞,
i.e., the distribution has a fast-decaying tail.

A more general distribution is the MZipf distribution [24] :

Pr(f) =
(f + q)−γ∑M
j=1(j + q)−γ

, f = 1, 2, ...,M. (2)

The parameter q denotes the “plateau” factor, such that the q most popular files
have almost the same popularity, while beyond that the PMF decays, essentially,
like a Zipf distribution. Ref. [40] showed that for an extensive real-world dataset
of long-form videos (TV shows and movies), the MZipf distribution better fits
the requesting behaviors of mobile users. In practice, the dataset in [40] showed
that q �M .
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2.2 Network model

The scaling analysis generally considers a network deployed over a unit-area
squared region and formed by N nodes U = {1, . . . , N}. Some papers place
those nodes on a regular grid with minimum node distance 1/

√
N , while others

assume that the nodes are distributed according to either a binomial Point
Process (BPP) or a homogeneous Poisson Point Process (PPP); Secs. 3-6 will
specify which results are derived under which of those assumptions. Each node
has a cache of size S (in units of files).

Figure 1: Single-cell layout and the
interference avoidance TDMA scheme.
Each square represents a cluster, with
grey squares representing concurrently
transmitting clusters. The red area is
the disk where the protocol model al-
lows no other concurrent transmission.

A scaling analysis can gener-
ally consider two approaches for the
caching of files on the nodes: deter-
ministic and stochastic. In the deter-
ministic approach, it is assumed that
during the distribution of the files to
the caches, the location of all devices
and the file transmission scheme dur-
ing the demand phase will be known;
the caching content for each node can
then be deterministically optimized.
In a “clustering scheme” (see below
for details), this can be done, e.g.,
such that each file is cached exactly
once in each cluster. In the most com-
mon random approach, namely a sim-
ple “decentralized” random caching
strategy, each user caches S files se-
lected independently from the library
F with probability Pc(f), where 0 ≤
Pc(f) ≤ 1 and

∑M
f=1 Pc(f) = 1.

The caching probability distribution,
Pc(f), which is by definition common
to all users, can be optimized by the
network designer. Note that when us-
ing this policy, a user might cache the
same file multiple times, and this policy is used for the sake of analysis. To avoid
caching the same file multiple times, an improved random caching strategy that
considers

∑M
f=1 Pc(f) = S and implemented via the approach proposed in [8]

can be adopted.
For the delivery of the files to the requesting user, the cluster model is the

most common model for the achievability bounds. The network is divided into
clusters of equal size, such that the number of nodes in each cluster is gc(M),
which are independent of the users’ requests and cache placement realization.
A user can look for the requested file only inside its own cluster. If a user
can find the requested file inside the cluster, we say there is one potential link
in this cluster. An interference avoidance scheme ensures that at most one
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transmission is allowed in each cluster on any time-frequency slot (transmission
resource), while inter-cluster interference is avoided by a time-frequency reuse
scheme [50, Ch. 17] with parameter K as shown in Fig. 2.2. In particular, we

can pick K =
(⌈√

2(1 + ∆)
⌉

+ 1
)2

, where ∆ is the interference parameter in the
protocol model.

A system admission control scheme decides whether to serve potential links
or ignore them. The served potential links in the same cluster are scheduled
with equal probability (or, equivalently, in round robin), such that all admitted
user requests have the same average throughput E[Tu] = Tmin (see Section 2.3),
for all users u, where expectation is with respect to the random user requests,
random caching, and the link scheduling policy (which may be randomized or
deterministic, as a special case).

2.3 Target functions for scaling

Ultimately, the goal of the scaling analysis is to provide the asymptotic behavior
of the target function when N →∞, M →∞. The simplest target function is
the sum throughput (or equivalently, the average per-user throughput), which
was used in some of the earlier scaling analyses. However, this quantity has
the drawback that it can take on very large values while leading to fundamental
unfairness in the system - essentially, it might induce the caching distribution to
concentrate on the most popular files and thus boost throughput, but neglecting
to serve users with other requests.

For this reason, later papers concentrated on the throughput-outage tradeoff.
Qualitatively (for formal definition see [28]), we say that a user is in outage if
the user cannot be served by the D2D network. This can be caused by: (i)
the file requested by the user is not in the user’s own cluster, (ii) that the
system admission control decides to ignore the request. We define the outage
probability po as the average fraction of users in outage.

More precisely, it is common to define for a given network and request prob-
ability mass function, an outage-throughput pair (p, t) as achievable if there
exists a cache placement scheme and an admission control and transmission
scheduling policy with outage probability po ≤ p and minimum per-user aver-
age throughput Tmin ≥ t. The outage-throughput achievable region T (Pr, n,m)
is the closure of all achievable outage-throughput pairs (p, t). In particular, we
let T ∗(p) = sup{t : (p, t) ∈ T (Pr, n,m)}. ♦

Notice that T ∗(p) is the result of the optimization problem:

maximize Tmin

subject to po ≤ p, (3)

where the maximization is with respect to the cache placement and transmis-
sion policies. Since the scaling law analysis is essentially to characterize the
asymptotic behavior of the networks, the scaling law order notations defined in
Table 1 will be intensively used below.
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Table 1: Scaling Law Order Notations
Scaling law notations Mathematical definitions Asymptotic interpretations

f(n) = O(g(n)) ∃ a constant c and integer N
such that f(n) ≤ cg(n) for n > N f(n) ≤ g(n)

f(n) = o(n) lim
n→∞

f(n)

g(n)
= 0 f(n)� g(n)

f(n) = Ω(g(n)) g(n) = O(f(n)) f(n) ≥ g(n)

f(n) = ω(g(n)) g(n) = o(f(n)) f(n)� g(n)

f(n) = Θ(g(n)) f(n) = O(g(n)) and g(n) = O(f(n)) f(n) = g(n)

3 Single-hop networks

In this section, we discuss scaling law results of cache-aided D2D networks con-
sidering uncoded single-hop communications.1 The main benefit of considering
such networks is that the implementation can remain simple when files are de-
livered. Additionally, single-hop communications are more plausible in current
cellular systems [42, 54]. We will in the following first discuss the theoretical
studies, and then provide numerical results under realistic setups to support the
theories.

3.1 Scaling law results

The first work investigating the scaling law of cache-aided single-hop uncoded
D2D networks was [17]. This paper investigated the scaling law of the maxi-
mum expected throughput, under the assumptions that the popularity model is
characterized by the Zipf distribution, the protocol model is adopted for commu-
nications, and N users are distributed within the network uniformly at random.
The results indicate that the throughput per user can scale with Θ (1) when
γ > 1 and scale with Θ

(
1
Mη

)
, where η = 1−γ

2−γ , when γ < 1.2 These scaling laws
are achieved via adopting a caching policy that caches files according to a Zipf
distribution, and then optimizes the collaboration distance in order to pursue
the maximum expected number of links in the network. These scaling law re-
sults indicate that the expected number of links, and thus the throughput, that
can be offloaded from the BSs to the D2D network is significant as the expected
throughput scales linearly with N when γ > 1 and scales with Θ

(
N
Mη

)
when

γ < 1.
Although results in [17] showed promising offloading performance when us-

ing cache-aided D2D networks, the outage probability was ignored. In fact, it
was found later that when γ ∈ (0, 1) (heavy-tail popularity distribution), this
maximum expected throughput can only be achieved when the outage probabil-
ity goes to 1 as N →∞. As a consequence, only a small portion of the users are
served, while the majority of the users are left without having services (i.e., in

1“Uncoded” here means that no inter-file coded schemes will be used.
2To be more specific, the Θ

(
1

Mη

)
scaling law when γ < 1 is a performance outer bound,

and there is a small gap between the achievable performance and this value.
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outage). Ref. [28] discovered this problem and investigated the scaling behavior
in terms of throughput-outage tradeoff. It provides a tight characterization for
this tradeoff in the order sense.

Ref. [28] assumes a grid network for the user distribution and a protocol
model for the communication links. The discussions in [28] focused on results
under the assumption that the popularity distribution is Zipf distribution. The
model was later generalized in [40] to the MZipf distribution, as it is of practical
interest how the plateau factor q of a MZipf distribution influences the perfor-
mance. For q is a constant while M →∞, the MZipf distribution would behave
identical to a Zipf distribution, while consideration of q = O(M) → ∞ reveals
the influence of the plateau factor q. In addition, the MZipf distribution can
converge to simple uniform distribution when q = ω(M).

To obtain the lower performance bound, Ref. [28] and [40] consider the fol-
lowing achievable scheme. The transmission policy is based on clustering de-
scribed in Sec. 2, and the caching policy on independent random caching. Only
a single link can be activated at a time in the cluster because single-hop D2D is
considered. The independent random caching policy that minimizes the outage
probability in a cluster is as follows (Theorem 1 in [40]):

Theorem: Define c2 = qa′, where a′ = γ
S(gc(M)−1)−1 . Let c1 ≥ 1 be the

solution of the equality c1 = 1 + c2 log
(

1 + c1
c2

)
. Let M → ∞ and N → ∞.

Suppose gc(M) → ∞ as M → ∞, and denote m∗ as the smallest index such
that P ∗c (m∗ + 1) = 0. The the caching distribution P ∗c (·) that maximizes the
probability that any user u finds its requested file inside the corresponding
cluster is:

P ∗c (f) =

[
1− ν

zf

]+
, f = 1, ...,M, (4)

where ν = m∗−1∑m∗
f=1

1
zf

, zf = (Pr(f))
1

S(gc(M)−1)−1 , [x]+ = max(x, 0), and

m∗ = Θ

(
min

(
c1Sgc(M)

γ
,M

))
. (5)

�
From the theorem, we observe that P ∗c (f) is a monotonically decreasing

function, indicating that the optimal policy generally is to cache the file re-
quested more times with high probability. Besides, when q = Θ(1) is a con-
stant, c1 → 1 can be observed, and the theorem applies to networks that con-
sider Zipf distributions (Theorem 4 in [28]). The influence of q on the optimal
caching policy is realized through c1 and c2. We observe that c1 = O(c2) when

c2 = Ω(1). Thus, when considering q = Ω
(
Sgc(M)

γ

)
and c1Sgc(M)

γ < M , we

obtain m∗ = Θ( c1Sgc(M)
γ ) = Θ

(√
Sqgc(M)

γ

)
. Combining above results, this

theorem indicates that the number of files that the caching policy should cover
is relevant not only to the number of nodes in a cluster but also to the rank
q (order-wise) in the library. This is intuitive because the MZipf distribution
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has a relatively flat plateau regime and q characterizes the break point be-
tween the plateau and rolloff regimes. The following expositions assume that
Pc(f) = P ∗c (f).

The practically most interesting cases occur for the regime with small outage
probability. Considering first the situation with γ < 1, it is found

Theorem (Theorem 2 in [40]): Let M →∞ and N →∞. Suppose gc(M)→
∞ as M → ∞. Consider M = O(N), SN � M , q = O

(
Sgc(M)

γ

)
, and γ < 1.

Define D = q
M . When gc(M) = ρM

c1S
, where ρ ≥ γ, the achievable throughput-

outage tradeoff is:

T (P ) =
C

K

Sc1
ρM

,

p =
(1− γ)e−(ρ/c1−γ)

(1 +D)1−γ − (D)1−γ

·
[
(1 +D)

γ
S(gc(M)−1)−1

+1 − (D)
γ

S(gc(M)−1)−1
+1
]−(S(gc(M)−1)−1)

.

(6)

�
By choosing gc(M) = βM for some β > 0, it is apparent from the theorem

that p strictly bounded away from 1. By fixing a small but positive target outage
probability, the per-user average throughput of the D2D one-hop caching net-
work with random (decentralized) caching scales as T (p) = Θ

(
max

{
1
N ,

S
M

})
,

where the scaling Θ
(

1
N

)
can be trivially achieved by letting the whole network

to be a single cluster and serving one demand per unit time. This scaling is
equivalent to conventional unicasting from a single omniscient node which can
be regarded as the state of the art of today’s (single cell) systems, with a base
station or access point serving individual requests without exploiting the asyn-
chronous content reuse. We notice that when SN �M , the throughput of the
D2D caching network achieves per-user throughput that increases linearly with
S. This indicates that caching in the user nodes and exploiting the spatial reuse
of the D2D network is a very attractive approach in dense networks, since stor-
age space is much “cheaper” than scarce resources such as bandwidth or dense
base station deployment. Since the benefits of uncoded caching is significant
under the assumption that SN � M , the reminder of Secs. 3 and 4 considers
such an assumption unless otherwise stated. Finally, we note that when con-
sidering a Zipf (i.e., q = Θ(1)), we have p = (1 − γ)eγ−ρ, corresponding to the
results in Theorem 5 of [28].

Apart from the achievable scheme, Ref. [28] also showed that the scaling law
outer bound of the considered network is identical to the achievable performance
discussed above, i.e., T (p) = Θ

(
S
M

)
when the outage probability is negligible.

This validates the optimality of the scaling law performance here. Note that
although the outer bound in [28] was derived considering of Zipf distribution,
it is also valid for the MZipf distribution, as increasing q can only degrade the
performance for a given random caching policy (see Appendix D in [40]).

To understand the potential of cache-aided D2D networks, it is instructive
to compare the scaling laws achieved by the D2D caching network with those
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achievable by other possible approaches. We have already discussed conven-
tional unicast, achieving Θ( 1

N ) throughput. When the number of files M is less
than the number of users N , an alternative and well-known approach is Har-
monic Broadcasting [34]. In brief, Harmonic Broadcasting works as follows: fix
the maximum waiting delay of τ “chunks” (from the time a streaming session
is initiated to the time playback is started), and let L denote the total length of
the video file, expressed in chunks. In Harmonic Broadcasting, the video file is
split into successive blocks such that for i = 1, . . . , dL/τe, there are i blocks of
length τ/i. Then, each i-th set of blocks of length τ/i is repeated periodically on
a (logical) subchannel of throughput R/i, where R is the transmission rate (in
bit/s) of the video playback. Users receive these channels in parallel. In this way,
each file requires a downlink rate of R log(L/τ). Hence, the total number of files

that can be sent in the common downlink stream is m′ = min
{

Cr0
R log(L/τ) ,M

}
,

yielding an average throughput per user of R (1− po) with outage probability

po =
∑M
f=m′+1 Pr(f), since all requests to files not included in the common

downlink stream are necessarily in outage. Accordingly, throughput per user

of Harmonic Broadcasting scales as Θ
(

1
m′ log Lτ

(
1−∑M

f=m′+1 Pr(f)
))

, where

m′ ≤ M . It follows that when γ < 1, the throughput of Harmonic Broadcast-
ing scales as Θ( 1

M logL ) for an outage probability that is bounded away from 1.
From a strictly technical viewpoint, since in the system assumptions we study
the system performance by first letting L→∞, and then considering N,M that
simultaneously grow in some relation, the throughput of Harmonic Broadcasting
under our assumption is identically zero. In practice, for large but finite L, the
gain of D2D caching over Harmonic Broadcasting can be appreciated by com-
paring the term S

M with the term 1
M logL in the per-user throughput. It is clear

that Harmonic Broadcasting does not take advantage of the user nodes storage
memory, and in addition suffers an arbitrarily large multiplicative penalty as
the length of the files L increases.

It is interesting to compare cache-aided D2D with the coded multicasting
(coded-caching) scheme in [46], which represents another example of one-hop
network with caching in the user nodes, able to make efficient (and in fact,
near-optimal in an information theoretic sense) use of caching. The rate analysis
provided in [46] shows that for large M,N and finite S, the scaling of the per-
user throughput of the coded multicasting is Θ

(
max

{
1
N ,

S
M

})
, where the two

terms inside the max are realized depending on whether NS � M or not.
Interestingly and somehow surprisingly, this is the same scaling behavior of
the D2D caching network derived above. However, coded multicasting requires
higher implementation complexity due to the need for network coding and is
vulnerable to fading effects, as shown in the simulations below.

The above results are based on the assumption that γ < 1. The following
theorem characterizes the scaling law under the assumption that γ > 1.

Theorem (Theorem 4 in [40]): Let M →∞, N →∞, and q →∞. Suppose
gc(M) → ∞ as M → ∞. Consider γ > 1, gc(M) = o(M) ≤ N , and q =
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O
(
Sgc(M)

γ

)
. Define c6 = q

gc(M) . The achievable throughput–outage tradeoff is

T (p) =
C

K

1

gc(M)
+ o

(
1

gc(M)

)
, p = (c6)γ−1

Sc1 + c6(
Sc1
γ + c6

)γ . (7)

�
It should be noted that this theorem considers gc(M) = o(M) and q =

O(gc(M)). This is because such a consideration leads to a more interesting
scaling law, as it breaks the T (p) = Θ

(
S
M

)
limit as compared to the case that

γ < 1. As a matter of practice, we observe that q �M from the dataset in [40].
From the theorem, we observe that if we let gc(M) = Θ(q), the achievable
scaling law is Θ(Sq ) when NS � q. This implies that when γ > 1 and the
aggregate memory is larger than the order of q, the improvement of the cache-
aided D2D is significant even if we have a large M . This relaxes the condition
that applies for γ < 1, namely that a small library (i.e., NS �M) is required to
have significant benefits. Furthermore, the fact that the real dataset in [40] has
q � M and γ > 1 for mobile users strongly supports the practical significance
of such a result. Finally, it should be noted that the case considering a Zipf
distribution with γ > 1 can be viewed as either a special case of the MZipf
distribution with q = O(1) and γ > 1 or a special case of the Zipf distribution
with M = O(1) and γ < 1. The latter one holds because when considering a
Zipf distribution with γ > 1, a finite number of files collects essentially all the
request probability mass. Accordingly, we can conclude that the scaling law
with Θ

(
S
Mε

)
, where ε is arbitrarily small, is achievable with negligibly small

outage probability when a Zipf distribution with γ > 1 is considered.

3.2 Numerical studies under realistic setups

Refs. [30] and [40] provided abundant simulations under realistic setups to show
the advantages of cache-aided D2D networks. As an example, we discuss here
the “mixed-deployment” scenario described in [30]. A 0.36km2 (600m× 600m)
area that contains buildings as well as streets/outdoor environments is con-
sidered. N = 10000 users are uniformly and independently distributed in the
cell, i.e., on average, there are 2 ∼ 3 nodes in each square of 10 × 10 me-
ters. The cell contains a Manhattan grid of square buildings with side length
of 50m, separated by streets of width 10m. Each building is made up of of-
fices of size 6.2m × 6.2m. Within the cell, users (devices) are distributed at
random according to a uniform distribution. Each node is assigned to be out-
doors or indoors, and in the latter case in a particular office, according to
where its location falls on the map of the environment. D2D communica-
tions in the 2.4 GHz band is considered. Depending on the locations of the
two users in the D2D communication pair, the employed channel model is
for indoor communication (Winner model A1), outdoor-to-indoor communica-
tion (B4), indoor-to-outdoor communication (A2), and outdoor communication
(B1).
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Figure 2: Simulation results for the throughput-
outage tradeoff for conventional unicasting,
coded multicasting, harmonic broadcasting and
the 2.4 GHz D2D communication scheme un-
der indoor office channel models. For harmonic
broadcasting with only the m′ most popular
files, solid line: m′ = 300; dash-dot line: m′ =
280; dash line: m′ = 250. We have N = 10000,
M = 300, S = 20 and γ = 0.4.

In particular, the simu-
lations directly use the ap-
propriate Winner II channel
models with antenna heights
of 1.5m, and the correspond-
ing probabilistic Line of Sight
(LOS) and Non Line of Sight
(NLOS) models. A proba-
bilistic body shadowing loss
(σLb) with a lognormal distri-
bution accounts for the block-
age of radiation by the per-
son holding the device, where
for LOS, σLb = 4.2 and for
NLOS, σLb = 3.6 [36].

Fig. 2 compares through-
put/outage for cache-aided
D2D, conventional unicast-
ing, harmonic broadcasting,
and coded multicasting. The
number of files in the li-
brary is M = 300. The
user cache size is S = 20
files, which even with high
definition (HD) quality re-
quires less than the (nowa-
days) ubiquitous 64 GByte of
storage space. Each user independently makes a request by sampling from a Zipf
distribution with γ = 0.4; this value is at the lower edge of the range of values
that have been measured in practice [9]; note that the advantages of caching
would be more pronounced for larger γ. The interference between concurrent
D2D links sharing the same frequency band is treated as noise. The harmonic
broadcasting uses a video file size of L = 5400 chunks and τ = 10 chunks, so
that the number of blocks is LN = dLτ e = 540 [59].

We can see that the throughput of the D2D scheme is markedly (orders of
magnitude at low outages) higher than the conventional unicasting, harmonic
broadcasting, and even coded multicast. This shows that in practical situations,
the “scaling law” is not the only aspect of importance. Rather, the higher capac-
ity of the short-distance links plays a significant role, and a good throughput-
outage tradeoff can be achieved even without the use of a BS connection as
“backstop”. The main reason lies in the fact that for the coded multicasting or
harmonic broadcasting scheme, outage is determined by bad channel conditions,
and no diversity is built into the system. For D2D the channel diversity plays
a more importance role.
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Figure 3: Throughput outage tradeoff in net-
works assuming office scenario for propagation
channel; varying local storage size; and γ =
1.16, q = 22, and M = 7345.

To understand the impact
of a different popularity dis-
tribution, Fig. 3 shows results
in similar settings, but for an
MZipf distribution. Specifi-
cally, the MZipf distribution
with γ = 1.16, q = 22,
and M = 7345 is consid-
ered, where these parameters
are extracted from the July
Metro region 1 dataset de-
fined in [40]. Fig. 3 shows
the throughput-outage trade-
off for different cache sizes on
each device. We observe that
the throughput of 105 bps can
be achieved if the cache size of
each user is up to 1/10 of the
library size, showing significant improvement as compared to the conventional
unicasting. Even for S = M/50, i.e., approximate 100 files, the advantage com-
pared to the conventional unicasting is two orders of magnitude. Even just
caching of 30 files (M/200) also provides significant throughput gains, though
only for outage probabilities > 0.01.

Combining results in Figs. 2 and 3, we can conclude that cache-aided D2D
networks show significant improvement, as compared to other video distribution
schemes. Besides, by comparing Figs. 2 and 3, we observe that even though
the scaling law changes when changing the popularity distribution from one to
another, the performance of the cache-aided D2D network is not very sensitive
to such a change, as long as the total cache space in the network is sufficient.
This again indicates that the “scaling law” is not the only aspect of importance
in practical systems.

4 Multi-hop networks

Although the implementation is more difficult than single-hop D2D, adopting
multi-hop delivery in cache-aided D2D networks can significantly improve scal-
ing laws. We thus in this section discuss scaling laws of cache-aided multi-hop
D2D networks.

Two multi-hop file delivery schemes have been used in the literature for
scaling law analysis. The first scheme, proposed in [27], uses local multi-hop
delivery with clustering. Specifically, the network is first split into clusters
where interference between clusters are avoided by frequency reuse, just as in
the schemes described in Sec. 3. Then, within each cluster, users obtain (if
possible) files from other users in the same cluster via a multi-hop delivery
scheme; a user in a cluster can only access files cached by users in the same
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cluster. The local multi-hop delivery scheme within each cluster operates as
follows. First, the cluster is split into small equally-sized square hopping cells.
Then, users requesting files are paired with other users who cache their de-
sired files, constructing source-destination pairs. Each source-destination pair
defines their vertical and horizontal hopping path that connects the source and
destination. To deliver the file, the source user first transmits the desired file
through the horizontal path hopping along adjacent hopping cells, and then
hopping through the vertical path, as illustrated in Fig. 4. When several
source-destination pairs in the cluster transmit files, a hopping cell might need
to relay multiple files to its adjacent cells. In this case, a round-robin approach
is used for all files in the same hopping cell. Note that to avoid interference
between different hopping cells, a TDMA scheme with reuse factor J is used
as the interference avoidance scheme for which a hopping cell is activated ev-
ery J time-slots. The throughput-outage tradeoff is then obtained by adjust-
ing the sizes of clusters and hopping cells, leading to the desired scaling law.

√
ah

√
ac

...

...

. . . . . .

Source

Destination

Figure 4: The multi-hop delivery after
the source node selection.

The second scheme, which was
proposed in [39], also adopts the hy-
brid clustering and multi-hop deliv-
ery structure, while a different multi-
hop delivery approach is used within
each cluster. Specifically, the multi-
hop delivery scheme proposed in [13]
is exploited within each cluster for file
delivery in this case. Denote Vf as the
set of users in a cluster that cache file
f . Then for each user u in the cluster,
if the requested file f can be found
in the caches of users in Vf , then a
user vf , randomly selected from Vf ,
is chosen as the source to deliver the
requested (real) file f to user u. If the
requested file cannot be found from
the caches of any users in the cluster,
user u is matched with a randomly selected user v from all users in the cluster,
and then user v is set as the source for delivering a virtual file to user u. Note
that it does not matter what file is delivered in this case, as the user is actually
in outage. After the establishment of the matching of the sources and destina-
tions, to deliver (both real and virtual) files, the multi-hop approach proposed
in [13] directly applies. Such scheme is suboptimal as the delivery of virtual
files cannot generate any effective throughput. Nevertheless, when the outage
probability is either negligibly small or converging to zero, this scheme will be
orderwise optimal because the performance degradation caused by delivering
virtual files is negligible.

Besides assuming the first of the two multi-hopping schemes, Ref. [27] as-
sumes (i) the protocol model (ii) N users distributed according to a binomial
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point process (i.e., N users uniformly and randomly distributed within the net-
work), (iii) a heavy-tailed popularity distribution (i.e., Zipf distribution with
γ < 1), (iv) SN � M , (v) a uniformly random caching policy, in which each
user caches S distinct files that are selected uniformly at random from the li-

brary F . Then the throughput scaling law Θ
(√

S
MN−ε

)
is achievable with

negligible outage probability, where ε is an arbitrarily small number.
Ref. [27] also characterized the outer bound of the scaling law when the out-

age probability converges to zero. The key of the outer bound characterization
is to obtain the minimum distances the source-destination pairs need to tra-
verse when delivering files. Such a distance characterization is relevant to the
interference regime created by a successful file delivery of a source-destination
pair. Given the interference regimes of source-destination pairs, the maximum
number of concurrent transmissions can be upper bounded, leading to the outer
bound of the throughput. The resulting throughput scaling law outer bound is

O
(√

S
MN ε

)
. By comparing between the achievable performance and the outer

bound, we can see that there is a Θ
(
N2ε

)
= Θ (log(N)) gap between them.

Ref. [39] adopted a somewhat more general model, in particular assuming
an MZipf distributions for the file popularity, PPP for user distribution, and a
physical model (interference) model for communications. It obtained achievable
scaling law and outer bound for the regimes that the outage probability is either
negligibly small or converging to zero and showed that they are tight. Since the
Zipf distribution model is only a special case for the MZipf model, such an
optimality can also be applied to networks considering Zipf distributions. This
thus closes the gap mentioned above.

Specifically, when the average number of users in the network is N → ∞,
the scaling law analysis is conducted under the conditions that M = o(N) and
q = O(M) when γ < 1; M = o(N) and q = o(M) when γ > 1. The plateau
factor q can either go to infinity or remain as a constant, regarded as MZipf
and Zipf distributions, respectively, from the asymptotic analysis perspective.
To analyze the scaling law under the above assumptions, the following caching
policy minimizes the outage probability of users in a cluster:

Theorem (Theorem 1 in [39]): Let N →∞, M →∞, q →∞, and gc(M)→
∞. Denotem∗ as the smallest index such that P ∗c (m∗+1) = 0. Let C2 = qγ

Sgc(M) ;

C1 is the solution of the equation: C1 = 1 + C2 log
(

1 + C1

C2

)
. The caching

distribution P ∗c (·) that minimizes the outage probability po is as follows:

P ∗c (f) =
[
log
(zf
ν

)]+
, f = 1, ...,M, (8)

where ν = exp

(∑m∗
f=1 log zf−S

m∗

)
, zf = (Pr(f))

1
gc(M) , [x]+ = max(x, 0), and

m∗ = Θ

(
min

(
C1Sgc(M)

γ
,M

))
. (9)

�
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This caching policy, implemented via the approach proposed in [8], has a
similar structure to the one introduced in [40], while the mathematical details are
different because different user distribution and communication models are used.
However, the interpretation is the same – the most popular q files (orderwise)
have similar request probabilities, and we need to cache them to minimize the
outage probability.

When the second multi-hop file delivery scheme is considered to deliver files
and the aforementioned caching policy is adopted, the network has the following
achievable throughput-outage tradeoffs:

Tradeoff for γ < 1 (Corollary 1 in [39]): Let M →∞, N →∞, and q →∞.
Suppose γ < 1 and gc(M) = ρM

C1S
= o(N). When considering ρ = Θ(1) ≥ γ, the

following throughput-outage performance is achievable:

T (p) = Ω

(√
S

ρM

)
, p = ε1(ρ), (10)

where ε1(ρ) > 0 can be arbitrarily small. Furthermore, when considering
ρ → ∞, i.e., ρ = ω(1), we obtain the following achievable throughput-outage
performance:

T (p) = Ω

(√
S

ρM

)
, p = Θ

(
e−ρ
)

= o(1). (11)

�
Tradeoff for γ > 1 (Corollary 4 in [39]): Let M →∞, N →∞, and q →∞.

Suppose γ > 1 and gc(M) → ∞. Consider gc(M) = o(M), q = o(M), and
gc(M) = α1q

S . When considering α1 = Θ(1) to be large enough, the following
throughput-outage performance is achievable:

T (p) = Ω

(√
S

α1q

)
, p = ε2(α1), (12)

where ε2(α1) > 0 can be arbitrarily small. Furthermore, when considering
α1 = ω(1)→∞, we obtain the following throughput-outage performance:

T (p) = Ω

(√
S

α1q

)
, p = Θ

(
1

(α1)γ−1

)
= o(1). (13)

�
From these results, we understand that when γ < 1 and the outage proba-

bility is negligibly small, the achievable throughput per user is Ω
(√

S
M

)
. Ad-

ditionally, the tradeoff between the throughput and outage probability is con-
trolled by the parameter ρ. When considering γ > 1 and the outage probability

is negligibly small, we see that the throughput per user is Ω
(√

S
q

)
, and the

tradeoff between throughput and outage probability is controlled by the param-
eter α1. By comparing between the results of γ < 1 and γ > 1, we understand
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that when the popularity distribution has a light tail (γ > 1), we can im-
prove the scaling law as q � M holds in practice. Finally, we note that the
outer bound analysis in Theorems 4 and 5 in [39] indicate that above achievable
throughput-outage performance is (orderwise) optimum as the multiplicative
gap between the achievable performance and corresponding outer bound can be
upper bounded by a constant. The outer bound is obtained by first character-
izing the upper bound of the source-destination distances in the network when
given an outage probability lower bound, and then obtain the upper bound of
the throughput per user in this context. As a final remark, we note that al-
though the achievable scheme has the assumption that a user may get a desired
file from only its own cluster, the fact that this scheme can achieve (in the order
sense) the outer bound shows that inclusion of inter-cluster communication does
not change the scaling law.

The above achievable scheme and outer bound analysis can be conducted
following the similar procedure for the case that q = O(1) is a constant. Such an
analysis leads to scaling laws of networks considering the Zipf distribution. The
results lead to the following optimal scaling laws: when γ < 1, the throughput-
outage tradeoff is

T (p) = Θ

(√
S

ρzipM

)
, p = Θ

(
e−ρzip

)
, (14)

where ρzip = Ω(1); when γ > 1, the throughput-outage tradeoff is

T (p) = Θ

(√
S

α′1,zip

)
, p = Θ

(
1

(α′1,zip)γ−1

)
, (15)

where α′1,zip = o(M) is any function that goes to infinity as M →∞.
Discussions in Sec. 4 to this point characterize the throughput-outage scaling

laws considering decentralized caching policies. Yet, there exist some papers
investigating cache-aided multi-hop D2D networks adopting centralized caching
policies. In [16], the scaling law of the average throughput per node for the
cache-aided multi-hop D2D network was characterized with the assumption of
user locations on a grid and with a centralized caching policy. It shows that

the scaling laws of Θ
(√

S
M

)
for γ < 1, of Θ

( √
S

M
3
2
−γ

)
for 1 < γ < 3

2 , and of

Θ
(√

S
)

for γ > 3
2 can be achieved, respectively, when a Zipf distribution is

used as popularity model. Ref. [57] proposed outer bounds considering also the
Zipf distribution. It showed that the outer bounds are tight to the achievable
performance in [16], indicating the potential optimum scaling laws for networks
adopting centralized caching policy.3 It should be noted that when a centralized
caching policy is adopted and the total cache space in the network is large
enough, since the cache space can be fully controlled, the outage probability

3Note that [16] and [57] actually considered slightly different network models, while their
insights are essentially the same.
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can be exactly zero, i.e., completely no outage occurs. This is different from
the decentralized random caching policy that the outage probability cannot
be completely eliminated. Accordingly, the comparisons between the scaling
law results of the centralized caching policy and the randomized caching policy
might not be completely fair. This might also explain the additional regime
that 1 < γ < 3

2 in the scaling law of the centralized caching policy, as compared
to the scaling law of the randomized caching policy – the allowance of a tiny
outage (either negligibly small or converging to zero) in the scaling law of the
randomized caching policy eliminates such regime.

By comparing the scaling laws of networks adopting centralized policy with
those adopting decentralized caching policy, we observe that they have the same
scaling law when a negligibly small outage probability is allowed for the network
adopting a decentralized policy. Therefore, as both centralized and decentralized
caching policies have almost identical scaling laws, the use of a randomized
policy is more attractive, as it is easier to implement and more robust to user
mobility [49].

Finally, we would like to point out that the multi-hop schemes discussed
above in this section are based on simple multi-hop transmissions without com-
plicated physical layer processing. On the other hand, there exist papers com-
bining caching with hierarchical cooperation [56] which enables the distributed
MIMO gain during multi-hop transmissions. These papers [21, 44] can lead to
better scaling laws than those introduced above at the price of very complicated
cooperation among user nodes.

5 D2D Coded Caching

In this section, we will discuss the application of network coding in D2D caching
networks. In particular, we will first discuss the original single-hop D2D coded
caching scheme introduced in [29] and then introduce an improved scheme pro-
posed in [68]. In the end, we will discuss the extension of D2D coded caching
to multihop networks.

5.1 Single-hop Coded D2D Caching

One important constraint of the scheme described in previous sections is that
both the cache placement and the delivery schemes exploit an “uncoded” ap-
proach in the delivery phase. The throughput gain is mainly obtained by ef-
fective cache placement and spatial reuse (TDMA/FDMA) if applicable. A
natural question to ask is whether coded delivery (or coded multicasting) for
D2D transmissions can provide an additional gain, or whether the coding gain
and the spatial reuse gain can be combined. Ref. [29] (see also [31]) designs a
deterministic subpacketized caching and a network-coded delivery scheme for
the single-hop D2D caching networks. The scheme is explained by the exam-
ple shown in Fig. 5, where we assume no spatial reuse can be used, or only
one transmission per time-frequency slot is allowed but the transmission range
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can cover the entire network. This scheme can be generalized to any N,M,S.

User 1

A1, A2, A3, A4,
B1, B2, B3, B4,
C1, C2, C3, C4, C1, C2, C5, C6,

B1, B2, B5, B6,
A1, A2, A5, A6,

A3, A4, A5, A6,
B3, B4, B5, B6,
C3, C4, C5, C6,

wants A wants

wants

B

C

User 2

User 3

B3 C1⊕ A5 C2⊕

⊕A6 B4

Figure 5: Illustration of the example of 3 users, 3 files and S = 2, achieving
1/2 transmissions in term of file. We divide each file into 6 packets (e.g. A
is divided into A1, · · · , A6.) User 1 requests A; user 2 requests B and user 3
requests C. The cached packets are shown in the rectangles under each user.
For the delivery phase, user 1 transmits B3⊕C1; user 2 transmits A5⊕C2 and
user 3 transmits A6⊕B4. The normalized number of transmissions is 3 · 16 = 1

2 ,
which is also information theoretically optimal for this network.

Without using spatial reuse, for zero outage, the achievable normalized commu-
nication load (by the file size) such that every user can successfully decode is
R = M

S

(
1− S

M

)
= M

S − 1,4 which is surprisingly almost the same as the result
shown by [46], where instead of D2D communications, one central server (base
station) which has access to all the video files, multicasts coded messages.

Suppose that (M,R) is achievable and that under the worst-case scenario,
there exists a transmission policy that can deliver all coded messages necessary
to decode the requested file of each user in no more than D channel uses. Then,
per-user the throughput, measured in useful information bits per channel use,
is given by T = F

D , where F denotes the file size in bits. Hence, we can see that

the per-user throughput Θ
(
S
M

)
has the same scaling law as the throughput by

using the decentralized random caching and uncoded delivery scheme described
in Sec. 3. In addition, it can be shown that there is no further gain when
spatial reuse is also exploited. In other words, the gains of spatial reuse and
coded delivery cannot accumulate. Intuitively, if spatial reuse is not allowed,
a complicated caching scheme can be designed such that one transmission can

4It can be seen that the per-user throughput T is inversely proportional to R under protocol
model.
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be useful for as many users as possible. If the transmission range is reduced
and coding is done in one cluster, then the number of users benefited by one
transmission is reduced but the D2D transmissions can operate simultaneously
at a higher rate. Further, the complexity of caching subpacketization and coding
can also be reduced. Therefore, the benefit of coding depends on the actual
physical layer throughput (bits/s/Hz) and the caching/coding complexity rather
than throughput scaling laws.5

The main drawback of the deterministic caching placement in the above pro-
posed scheme is that, in practice, a tight control on the users caches must be
implemented in order to make sure that, at any point in time, the files subpack-
ets are stored into the caches in the required way. While this is conceptually
possible, such approach is not robust to events such as user mobility and nodes
turning on and off, as it may happen in a D2D wireless network with caching in
the user devices. In [29], the authors proposed a decentralized random caching
and coded delivery scheme that allows for more system robustness. In this
scheme, each file of F bits is divided into L blocks or packets of F/L bits each.
These packets are interpreted as the elements of the binary extension field F2F/L ,
and are encoded using a (L,L/ρ)-MDS code, for some ρ < 1 the choice of which
is essential to guarantee enough coded symbols per file are cached in the network
such that the entire library is cached with high probability as L → ∞. Notice
that this expands the size of each packet from F to F/ρ. The resulting L/ρ
encoded blocks of F/L bits each will be referred to as “MDS-coded symbols”.
Each user independently of the other users, uniformly chooses ML

m elements
from {1, 2, · · · , L/ρ} at random. In the delivery, similar to [45], each user seeks
for possible coded multicasting opportunities with different group size. It can
be shown that the achievable per user throughput of the proposed decentralized
D2D coded caching scheme is the same as the deterministic case.

5.2 An Improved Coded D2D Caching Schemes

The scheme in [29] can be understood as dividing the D2D caching network into
N independent shared-link caching networks, in each of which one device serves
as the base station and the rest N − 1 devices are users. In each of the inde-
pendent shared-link caching network, the coded multicasting scheme proposed
in [46] is applied. In [68], an improved coded D2D caching scheme is proposed.
In this scheme, under the same cache placement as in [29,46], the delivery phase
also divides the D2D network into N shared link caching networks. However,
instead of applying the coded multicasting in each shared-link caching network
in [46], it applies the leader-based coded multicasting scheme proposed in [69].
Consider a shared-link caching network with user demand vector d and denote
Ne(d) as the number of distinct files in a request vector d, in the leader-based
coded multicasting scheme, any subset of users that request Ne(d) distinct files
is referred to as leaders and the base station only needs to multicast the code-
words involving the requests of the leaders. Based on this scheme, the improved

5An extensive analysis of the performance for D2D multicast is given by [43].
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Figure 6: (a) The D2D caching network is partitioned into square clusters with
side length of r√

5
. The red node s represents the source node and all the blue

nodes represent its t = 9 multicast destinations d1, · · · , d9. The constructed
Euclidean Minimum Spanning Tree (EMST) for this multicast session is shown
by the red, blue nodes and the red solid lines. (b) A illustration of the Man-
hattan routing approach from node v (transmitter) to node u (receiver). The
red dashed line represent two manhattan routing paths. In this example, the
transmission range is assume to be 3√

N
.

worst-case communication load for the coded D2D caching scheme is given by

RImproved = max
d

(
N−1
t

)
− 1

N

∑N
i=1

(
N−1−Ne(d\{i})

t

)(
N−1
t−1
) , (16)

where t = NS/M and d \ i denote all the elements in d except of i. It can be
shown that when N > M , RImproved strictly reduces the communication load

in [29], which is R = M
S

(
1− S

M

)
=

(N−1
t )

(N−1
t−1 )

. Moreover, it can also be shown

that RImproved is optimal under the constraint of uncoded cache placement and
one-shot delivery.6

5.3 Extension to Multihop Coded D2D Caching Networks

In Sec. 4, under uncoded cache placement and delivery constraint, we extended
the uncoded D2D single-hop transmission scheme to the multihop case. For
small outage probability, the per-user throughput of multihop delivery can be

improved to Θ
(√

S
M

)
, which shows an order gain compared to that for single-

hop D2D communications. In Sec. 5.1, we allow coding for both cache placement
phase, delivery (transmission) phase but focus on only single hop transmissions.
Therefore, it is natural to consider the extension that relaxes all the constraints

6One-shot delivery means that each user can recover each of its needed bits from its own
cache and the transmission of a single other device.
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on cache placement, delivery and transmission phases under protocol channel
model. It means that we can allow coding on both cache placement and de-
livery phases, and also allow multihop communications. Ref. [32] considered
this scenario and proposed an intra-file coded cache placement based on de-
terministic assignment of Minimum Distance Separable (MDS)-coded packets
of the files, a coded multicast delivery scheme where the users send linearly
coded messages (similar to the example in Fig. 5) to each other in order to
collectively satisfy their demands, and a randomized Euclidean Minimum Span-
ning Tree (EMST) based routing strategy for transmission, where each hop
in the EMST based routing is implemented via the Manhattan Routing ap-
proach. These are illustrated in Fig. 6. Under the worst-case demands, with
some constant C, it shows that this approach actually achieves the throughput

scaling law of T = C

√
S
M

1− S
M

= Θ
(√

S
M

)
, which has the same scaling law as the

per-user throughput achieved by the multihop D2D uncoded scheme under the
PPP model. This throughput scaling law in [32] also achieves information theo-
retic outer bound within a multiplicative constant factor in practical parameter
regimes.

Moreover, the achievable throughput in the multi-hop D2D coded caching
can be written as the product of four terms as follows.

T = C

√
S
M

1− S
M

= Θ

(
1

N
· 1

1− S
M

· t ·
√
N

t

)
, (17)

where t = NS
M is the ratio between the aggregate memory in the network and

the library size. We have the following interpretation for (17). The first three
terms 1

N , 1
1− S

M

and t are also found in the shared link caching networks [46]

and the single-hop D2D caching networks [29]. In particular, the term 1
N is

the per-user throughput by using a conventional scheme that serves individual
demands without exploiting the demand redundancy; 1

1− S
M

can be viewed as

the local caching gain, any user can cache a fraction S/M of each file, hence
it needs to receive only the remaining part; t is referred to as global caching
gain, which is the gain due to the aggregate memory in the network rather than

individual user’s memory.7 The new term
√

N
t is the multihop transmission

gain, which is the gain of multhop D2D caching networks over the single-hop
D2D caching networks and obtained by using multihop. Intuitively, this term
can be interpreted as follows. There are at most Θ(N) concurrent transmissions
in the network. Each user has t destinations uniformly selected at random such
that the average number of hops per bit is Θ(

√
Nt).8 Hence, the average number

of bits that can be sent in the network per time slot is given by Θ
(

N√
Nt

)
=

7Note that the global caching gain for the shared link caching network is t + 1 [46]. For
NS �M (t ≥ 1), these factors are almost identical.

8Note that for unicast network, where t = 1, the number of hops per bit reduces to Θ(
√
n)

as shown in the seminal paper [22].

22



Θ
(√

N
t

)
.

Although the proposed D2D coded multi-hop caching scheme does not gain
in terms of the per-user throughput, it may have some other gains. For example,
the amount of data traffic NS generated at each node from its memory is given
by

NS =
F

(1− ε)t
(
N
t

) · (N − 1

t

)
=

F

1− ε

(
1− S

M

)
1

t
= Θ

((
1− S

M

)
F

t

)
, (18)

where ε is an arbitrarily small constant. In contrast, due to the constraint of
caching the entire files, the data traffic generated at each user from its own
memory for the scheme discussed in Sec. 4 is given by Θ(F ) bits for fixed S/M .
Hence, in terms of the data generated at each node, the proposed scheme in this
paper has a gain of t, which is the global caching gain.

6 Practical Implementation Considerations for
D2D Caching Networks

In this section, we will discuss some practical consideration regarding the im-
plementations of D2D caching networks. In particular, we will first discuss D2D
caching under realistic channel conditions. Second, we will focus on the mobile
D2D caching networks. Finally, we will discuss the complexity issues regarding
D2D coded caching.

6.1 D2D caching under realistic channel model

The results based on protocol channel model developed in previous sections
reveal the potential of D2D caching networks in a fundamental manner without
much practical considerations. In the literature, there are extensive studies
on relaxing the constraints of the simplified protocol channel model via the
consideration of much more realistic physical layer channel models. It turns out
that coupling the realistic physical layer channel models significantly increase
the difficulty in terms of theoretical analysis. Hence, one needs to find good
models that can capture the main features of wireless D2D caching networks
and are analytically tractable. A significant amount of work in this domain has
been developed in the past few years, see [1,3,7,15,35,47,52,55,61,67] for a few
examples.

When interferences are treated as noise, in general, mainly three represen-
tative models are used. The first two models consider the sub-6G Hz channel
model and the location of the devices are based on various Poisson Point Pro-
cesses (PPPs) and Poisson Cluster Processes (PCPs), where the former does
not consider the correlation of the user devices while the latter considers this
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phenomenon. The third model focuses on the mm-wave channel model, which
is very attractive for D2D transmissions due to the high available bandwidth.
The location distributions of the devices also follow PPPs. For each model, due
to the difficulty of analysis, rather than the scaling laws of throughput-outage
tradeoff , different performance metrics including Density of Successful Recep-
tions (DSR) [47], Coverage Probability, Area Spectral Efficiency (ASE) [2] and
Offloading Factor [15] are defined and analyzed. Although the caching polices
can be different among distinct physical layer models, the analysis and sim-
ulation results using these models confirm the significant advantages of D2D
caching networks in terms of different throughput related metrics.

When interferences are not treated as noise, or cooperative D2D commu-
nication is used, it turns out that cached information can be used to mitigate
interference. In [21], it assumed a random phase fading proposed a delivery
scheme based on the Hierarchical MIMO Cooperation scheme originally pro-
posed in [56]. Let all nodes be uniformly and independently distributed in a
unit square, let SN > M , the network is divided into square clusters of area
n−ν for some ν > 0. The user requests follows a uniform distribution (Zipf
distribution with γ = 0). The cache placement is similar to the random decen-
tralized cache placement that discussed in Sec. 5.1, where no MDS coding is
used (ρ = 1). In the delivery phase, each user will first identify L users holding
distinct packets requested by this user as the source nodes. Then, to serve the
targeted user, the hierarchical MIMO cooperation scheme in [56] can be applied.
In particular, a virtual MIMO transmission can be formed from these L source
nodes to the nodes in the corresponding cluster of the targeted user. Then each
user in the corresponding cluster quantizes the received signal and sends it to
the targeted user which will jointly process the all copies of superimposed sig-
nals received from previous virtual MIMO transmissions. For serving all users
in the network, the same transmission policy is applied in a TDMA manner.

The per-user throughput of this scheme is Θ
(
n−

1
τ+1

)
with a vanishing outage

probability, where τ is an integer depending on the number of hierarchies but
independent of N . It can be seen that in this case, the per-user throughput
improves significantly compared to that for both single-hop and multihop D2D
communications under protocol model (interference avoidance). As an indpen-
dent work, Ref. [44] considered the extended network model with the similar
physical layer assumptions.9 In particular, a hierarchical cache content place-
ment based on the content popularity and a tree-graph-based content delivery
based on both multihop and hierarchical MIMO cooperation are proposed. Un-
der the same extended network condition and a Zipf popularity distribution, it
can be shown that this proposed scheme achieves zero outage probability and
has an order gain in terms of per user throughput when the path loss parameter
is less than 3 and the Zipf parameter γ < 3/2.

From the previous discussions, it can be seen that there is indeed no order

9All model considered in this chapter is a dense network model, whose area is a constant
while the area of extended networks can grow linearly with the number of users and the nearest
distance between two users are above a constant.
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gain in terms of throughput scaling laws of D2D coded caching in both single-hop
and multi-hop compared to the counterpart of D2D uncoded caching schemes.
The achievable throughput of D2D caching in practice will depends on the
realistic physical layer channel conditions.

6.2 D2D Caching in Mobile Networks

The previous sections assumed all D2D users are static, or do not assume explicit
models for their mobility. In this section, we discuss how mobility can affect the
behavior and the performance of D2D caching networks.

The effect of user mobility on D2D uncoded caching is investigated via simu-
lations in [18], which shows that user mobility does not have a significant impact
on a random caching scheme. In addition, as discussed in Sec. 5.1, in [29], a
decentralized coded caching scheme based on random cache placement is pro-
posed and this scheme can also be robust for user mobility since the distribution
of cache placement may not change when user moves. However, such caching
schemes may not take full advantages of the specific user mobility pattern. The
authors in [37] show that user mobility has positive effect on D2D caching and
the authors in [38] consider the case where mobile users can update cache place-
ment based on the demand and user mobility. However, it is assumed that
one complete file can be transmitted via any D2D link when two users contact,
which may not be not practical. A random work based user mobility model
is introduced in [25], where user moves follow a discrete Markov process. Fur-
thermore, another interesting user mobility models based on the distribution of
contact time/inter-contact time is introduced in [25,62], which will be discussed
in the following.

In this model, mobile users may have contact with each other when they are
within the transmission range. Correspondingly, the contact time for two mo-
bile users is defined as the time slot that they are able to serve each other. The
duration of each contact of user i and j is tci,j seconds. The inter-contact time
for two mobile users is defined as the time duration between two consecutive
contact times. In particular, the locations of contact times in the timeline for
any two users i and j are modeled as a Poisson process with intensity λi,j , which
represent the average number of contacts per unit time slot. For simplicity, the
timelines for different user pairs are independent. Similar to the decentralized
D2D coded caching discussed in Sec. 5.1, an MDS type coded file cache place-
ment is considered. A stochastic mixed integer nonlinear programming with
the consideration of the contact-time and inter-contact time of mobile users is
formulated with average data offloading ratio as the objective function and the
cache size as the constraint. Sub-optimal solutions based on dynamic program-
ming and sub-modular optimization are evaluated. Simulation results show the
significant advantage of taking the consideration of the mobility pattern com-
pared to the commonly used caching strategies including popular caching and
random caching placement. Interestingly, it can be observed that users with
very low velocity tend to rarely be in contact with others, and thus they need
to cache the most popular files to meet their own requests. On the other hand,
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Figure 7: Each point on the 3D-lattice represents a set of packets. Each user’s cache
is represented by a plane of lattice points. The right figure represents a multicasting
group, or a collection of 3 planes, where any two are orthogonal. The points on
the intersection of two or more of these planes are highlighted. Every two users in
this group share two packets that are requested by the third user. Wi,(j,k,`), i ∈
{1, . . . ,M}, j, k, ` ∈ {0, 1, 2} represent the packets of file i. In this example, N = 9
and t = 3. The required number of packets per file is 27. The required number of
packets using the scheme in [29] is 252.

the users with high velocity contact others frequently, and they need to cache
the most popular files as well, in order to help others to download the requested
files. This work is generalized by the same authors in [63], which relaxes the
assumption of constant contact durations and provides analytical performance
evaluations.

6.3 Complexity of D2D Coded Caching

When D2D coded caching is considered, one of the most significant practi-
cal constraints is the requirement of extremely large subpacketization levels.
This will lead to high complexity of D2D coded caching schemes. For exam-
ple, in [29], each file needs to be partitioned into

(
N
t

)
t subfiles, where t = NS

M

represents the aggregate storage capacity in the network. When µ = S
M is

fixed,
(
N
t

)
t = t2NHb(µ) grows exponentially with n. To address this concern,

Refs. [64–66] proposed several approaches to design coded caching networks
with reduced subpacketization levels. In particular, two combinatorial design
approaches were proposed for centralized D2D caching networks which have
reduced subpacketization compared to [29]. The first approach is based on a
“hypercube” design to define the cache placement. It demonstrates how the
geometry of this hypercube can help to exploit coded multicasting opportuni-
ties for the delivery. One example of the 3-dimension hypercube (or cube) with
9 users and t = 3 is shown in Fig. 7. It can be observed that the hypercube
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approach is designed and optimized specifically for D2D caching networks as
opposed to adapting an existed caching scheme designed for shared-link caching
network as the approach proposed in [32]. The number of required subfiles per

file is reduced to
(
M
S

)t
from

(
N
t

)
t while the communication load is M

S which

is almost the same as N
S − 1 as in [29]. In addition, by adopting the idea re-

cently proposed in [33], this scheme can also be extended to a decentralized
coded D2D caching scheme, which leads to a much more flexible design for
given network parameters. Meanwhile, the advantage of the reduced subpack-
etizations of the hypercube approach still remains in the decentralized designs
of the D2D caching networks. The second approach is based on an application
of the Ruzsa-Szeméredi graph proposed in [6, 58], which is firstly used for the
design in shared-link caching networks in [60]. Ref. [64] applied the Ruzsa-
Szeméredi graph based design in coded D2D caching networks and show that
the requirement of file subpacketization is at most sub-quadratic in terms of
the number of users if no spatial reuse is allowed while the per-user throughput
scales as Θ(N−δ) for some arbitrarily small δ under some parameter regimes.
Both D2D combinatorial designs sustain the significant throughput gain com-
pared to conventional uncoded unicast [30] and the required packetizations are
reduced exponentially compared to [29] with respect to the number of users N
while keeping the library size M and memory size S fixed. Finally, the im-
pact of enabling spatial reuse in these caching network designs is also studied
and show this can further reduce the packetizations levels, while also improving
the per-user throughput significantly for some parameter regimes, in contrast
to the case in [29]. All these work show gives a hint that although the D2D
caching schemes can be transferred from the shared-link caching schemes with-
out much loss in terms of throughput as shown in [29], when subpacketizations
are concerned, the D2D caching networks need a specific design approach that
is different from the shared-link caching network. This idea is formalized in [71],
in which the authors shows that under some parameter regimes for D2D caching
networks, there indeed exists a different design that achieves the exact optimal
communication load as in [29] while requiring an order-wise smaller number of
packets per file.

7 Conclusions and Further Readings

The area of D2D caching networks has attracted significant attentions in recent
years. In this chapter, we discussed a few fundamental approaches that are
typical for analyzing the scaling laws of D2D caching networks including single-
hop D2D uncoded/coded caching and multi-hop D2D unocded/coded caching
approaches. Tight scaling laws are characterized and show great potential of
D2D coded caching network. In particular, the per-user throughput gain of
caching is multiplicative under different network models.

There are a number of other important and interesting directions for this
topic. We will illustrate a few of them as follows. First, under the condition
of treating interference as noise, unlike the work discussed in Sec. 6.1, where
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only simple scheduling schemes are considered, Ref. [52] applied the ITLinQ
scheduling approach [51], which introduced the optimal condition of treating
interference as noise. Second, it is also possible to align or cancel interference,
or use cooperation approaches rather than treating interference as noise. For
example, Refs. [23, 53] focused on the interference channel,10 and used zero
forcing and cache cancellation or interference alignment to remove the effect
of interference. Finally, in the area of coded D2D caching, besides the paper
discussed in Sec. 5.1, there are other coded D2D caching approaches such as [26]
for distinct cache sizes and [70] for secure D2D caching.
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proved dynamic adaptive streaming over http using scalable video coding.
In Proceedings of the second annual ACM conference on Multimedia sys-
tems, pages 257–264. ACM, 2011.

[60] K. Shanmugam, A. M. Tulino, and A. G. Dimakis. Coded caching with
linear subpacketization is possible using ruzsa-szem\’eredi graphs. arXiv
preprint arXiv:1701.07115, 2017.

[61] S. Vuppala, T. X. Vu, S. Gautam, S. Chatzinotas, and B. Ottersten. Cache-
aided millimeter wave ad hoc networks with contention-based content deliv-
ery. IEEE Transactions on Communications, 66(8):3540–3554, Aug 2018.

[62] R. Wang, J. Zhang, S. H. Song, and K. B. Letaief. Mobility-aware
caching in d2d networks. IEEE Transactions on Wireless Communications,
16(8):5001–5015, Aug 2017.

[63] R. Wang, J. Zhang, S. H. Song, and K. B. Letaief. Exploiting mobility in
cache-assisted d2d networks: Performance analysis and optimization. IEEE
Transactions on Wireless Communications, 17(8):5592–5605, Aug 2018.

[64] N. Woolsey, R. Chen, and M. Ji. Device-to-device caching networks with
subquadratic subpacketizations. In GLOBECOM 2017 - 2017 IEEE Global
Communications Conference, pages 1–6, Dec 2017.

[65] N. Woolsey, R. Chen, and M. Ji. Coded caching in wireless device-to-
device networks using a hypercube approach. In 2018 IEEE International
Conference on Communications Workshops (ICC Workshops), pages 1–6,
May 2018.

[66] N. Woolsey, R.-R. Chen, and M. Ji. Towards practical file packeti-
zations in wireless device-to-device caching networks. arXiv preprint
arXiv:1712.07221, 2017.

[67] W. Wu, N. Zhang, N. Cheng, Y. Tang, K. Aldubaikhy, and X. Shen. Beef
up mmwave dense cellular networks with d2d-assisted cooperative edge
caching. IEEE Transactions on Vehicular Technology, 68(4):3890–3904,
April 2019.
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