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#### Abstract

An important prerequisite for precise localization, such as in radar systems, is to discern "direct paths" (DP), i.e., multipath components (MPCs) where the signal propagates directly between the target and the localization system nodes (transmitters or receivers), from indirect paths (IPs). This paper describes how to distinguish between DPs and IPs purely based on measurements of observable propagation parameters, namely the time of arrival (TOA), direction of departure (DOD), and direction of arrival (DOA). Any combination of two of those parameters allow the computation of a reflection point, and - in the absence of noise - the points computed from the different combinations are consistent in the case of a DP. In the presence of noise, the computed points deviate from each other, and we establish rules for how large this deviation might be to consider a path an IP. Several different decision rules are discussed and compared. The paper derives closed-form equations for these decision criteria and the resulting performance. The situations when the proposed decision rules do not work well are also studied. Simulation results show that under common localization scenarios employing ultrawideband signals, the proposed algorithms can effectively detect IPs and significantly improve localization accuracy.


Index Terms-TOA, DOD, DOA, indirect path detection.

## I. Introduction

RADIO positioning technologies have recently received a large amount of attention for various applications, such as surveillance, patient monitoring, survivor localization in emergency rescue operations, logistics, and node localization in sensor networks. Specific techniques range from GPS, which is ubiquitous for outdoor applications, to indoor positioning systems based on ultra-wide-band signals [2], [3]. The latter have drawn great attention because they can achieve highly accurate (millimeter level) target location estimates [4], [5]. The bounds on UWB based localization accuracy have been studied in [6] and [7].

The target to be localized can be either "active", transmitting/receiving signals, or "passive", only reflecting signals transmitted by a separate source (and received by separate receivers). Active target positioning scenarios include cell phone location estimation or wireless sensor positioning in the IEEE 802.15.4a Wireless Sensor Networks (WSNs) [8]. [9] has developed a special concept of active localization to use cooperation between several targets (agents) to improve

[^0]localization accuracy. The passive target positioning scenario is typical in applications such as survivor rescue, anti-theft surveillance, and automated environment mapping. Radar is also a "passive" localization technology, which has been studied for many years [10]-[12]. In addition, the "passive" localization was recently shown to be a promising technology for cancer detection [13]. For ease of notation, this paper will concentrate on passive localization techniques, though many of the results are useful in active localization as well.

Radio positioning technologies employ the measured characteristics (such as time of arrival TOA, direction of departure DOD, and direction of arrival DOA) of multipath components (MPCs) propagating between target and the nodes of the localization system (the nodes can be transmitters or receivers). For the subsequent discussion, it is useful to distinguish between the direct path (DP), i.e., a MPC where the signal propagates directly between the target and the localization system nodes and the indirect paths (IPs), where the signal interacts with one or more objects/obstacles in addition to the target and system nodes. For an active localization system, an indirect path is any non-line-of-sight (NLOS) path.

Extensive studies [14]-[16], show that IPs lead to worse localization accuracy, especially for precise localization. This is because IPs create biases in the DOD, TOA and TOA estimates, resulting in erroneous estimates of target location. More importantly, the localization error from IPs can not be mitigated by averaging over multiple measurements - in contrast to noise-induced localization errors.

To combat the negative effects of IPs in active localization systems, various techniques have been proposed in the literature. They can be divided into two categories, IP mitigation and IP detection [17]. IP mitigation attempts to alleviate or counter the bias of channel parameters introduced by IPs [18][23], while IP detection attempts to differentiate DPs and IPs so that channel parameters of IPs are not used in the DP based positioning algorithms [24]-[29]. Performance evaluation and comparison of existing IP detection schemes were performed in [30]. [23] practically studied the IP detection problem, and proposed a maximum a posteriori probability detection method based on root mean square delay, kurtosis and maximum amplitude. In [24], the IP detection was performed by analysing multipath channel statistics such as the kurtosis, the mean excess delay, and the root-mean-square delay. [25] employed the energy statistics of direct-path pulse and certain delay statistics for IP detection. The delay between the first and the strongest impulse was employed in [26]. In [27], the IP detection was based on testing whether angle estimates were matched between transmitter and receiver, or based on
whether signal travel range matched power decay. [28] utilized the estimated TOA and Received Signal Strength (RSS) for IP detection. [29] studied characterization of differences in the channel pulse responses under IP and DP conditions, and proposed non-parametric machine learning techniques to perform IP identification. Thus, there is a wealth of IP detection scheme in the literature; however, they rely on features such as delay spread to discern IPs, which in turn rely on the environment, which the system might not know with sufficient accuracy.

The situation is fundamentally different in passive localization systems, where an IP is a path that has interactions with one or more objects/obstacles in addition to the target. In many localization scenarios, especially indoor environments, there are rich IPs during signal propagation. In other words, in passive localization systems, the DP implies a single-reflection process (at the target), while IPs undergo multiple reflections (at non-target reflectors). The detection of IP in passive localization requires the discrimination between single-reflections and multiple-reflections; a task that is fundamentally different from the detection of line-of-sight paths encountered in active systems. Most existing IP detection methods for active targets, as described above, are essentially based on the fact that signal characteristics change after reflection in NLOS paths. Thus, they are not expected to work well for passive target since reflection happens in both IP and NP paths for passive localization.

To fill this gap, this paper focuses on IP detection for precise passive target localization. We assume that the DOD, DOA and TOA measurements are available as triplets, from channel sounding algorithms such as SAGE [31] or RiMax [32], [33]. Note that to obtain the DOD and DOA information, the localization system needs antenna arrays or directional antennas. We propose a new TDAJ (TOA, DOD, DOA joint) IP detection scheme, based on such measurements. TDAJ eliminates the dependence on "tuning parameters" such as "typical" received power and delay spread. The only information needed by TDAJ is the statistical distributions of DOD, DOA and TOA measurement errors, which can be easily obtained from the measurements themselves. For some models of DOD, DOA and TOA errors, such as Gaussian distribution, only a small number of parameters (variance) need to be known.

The principle of the algorithm is as follows: if there were no measurement errors, any DP would have self-consistent parameters. By this we mean that the three intersections obtained from the pairs of measured parameters (DOA line with the TOA ellipse, DOD line with the TOA ellipse, and DOA line with the DOD line) are at the same location. In the presence of measurement errors, the decision variables of the Neyman-Pearson (NP) test are the differences between two of the three intersections in x or y coordinates: only if this difference lies below a certain threshold, the algorithm judges the path to be a DP. The TDAJ algorithm is developed under the NP criterion so it is able to achieve desired probability of false alarm (PF) and maximize the probability of detection (PD).
Although the TDAJ is designed for passive target localization, its principle can be also used for active target locations. Single-reflection paths can act as "virtual sources" according


Fig. 1. Illustration of DPs and IPs.
to the image principle [34] in active systems, and thus make localization in the presence of multipath propagation more accurate than without multipath [35]. To employ the "virtual sources" to improve localization accuracy, we still need to discern the single reflection and the multiple reflector paths.

Particularly, we made following contributions in this paper:

- Propose the idea of IP detection based on the differences of the three geographical intersections of DOD, DOA and TOA measurements in x or y coordinates. This is a more general form of an idea presented in [36].
- Prove that for small errors of DOD, DOA and TOA measurements, the six decision variables (differences between the three intersections) are the linear transformations of the measurement errors of DOD, DOA and TOA. Then, the distributions of the decision variables and the thresholds to achieve a given PF are obtained.
- Study the relationship between the six decision variables in DPs, and prove that they are linearly dependent as summarized in Theorem 1.
- Derive the closed-form expressions of PD given an expected PF. Further define a "safe region" which better evaluates the impact of IPs on localization accuracy.
- Investigate the situations when the decision rules do not work as expected and compare the performances of various decision rules via simulations. Simulations also show significant localization accuracy improvement by the TDAJ algorithm.

The remainder of this paper is organized as follows. Section II presents the system model. The principle of TDAJ is presented in Section III. In Section IV, we study the distribution of the decision variable, evaluations of PF and PD, the "blind spots" of different rules and the outage probability. The detailed procedure of TDAJ algorithm is shown in Section V. The simulation results are shown in Section VI and the conclusions are drawn in Section VII. In the remainder of this paper, we let - denote the true value, $\hat{\bullet}$ denote the estimated or measured value, and $\Delta \bullet=\hat{\bullet}-\bar{\bullet}$.

## II. System Model

In this section, we present the system model, assumptions and discuss the importance of IP detection for precise localization systems.

For simplicity, we consider a two dimensional scenario, as shown in Fig. 1, though extension to three dimensions is straightforward. There is one transmitter at $\left[-\frac{d}{2}, 0\right]$, and one receiver at $\left[\frac{d}{2}, 0\right]$. We assume that estimates of the tuplets of DOA, DOD, and TOA are available, for all MPCs, from array measurements at the TX and RX. Measurement methods and algorithms for the extraction of these MPC parameters (with automatic pairing) have been discussed, e.g., in [32], [33], [37]. Without restriction of generality, we consider in the following a single MPC, for which we determine whether it is a DP or IP. The target is located at $[p, q]$ and a possible obstacle (which could give rise to additional interactions) is at $[m, n]$. Then the DP is associated with a tuplet $\left(\theta_{1} ; \theta_{2} ; p_{1}+p_{2}\right)$, while an IP corresponds to $\left(\theta_{1} ; \theta_{3} ; p_{1}+p_{3}+p_{4}\right)$.

Note that in the above example, the reflector is on the way from target to receiver. The obstacle might be positioned such that interaction with it occurs "on the way" from TX to target; this case can be treated completely analogously. Furthermore, interactions with multiple reflectors (obstacles) are possible, and could be included in our model; however, for the sake of simplicity, we restrict our attention to the case depicted in Fig. 1.

The localization errors happen due to either the measurement noise or the IPs:

- Measurement noise leads to errors of DOD, DOA and TOA estimates and finally errors of target location estimates. The errors from measurement noise are zero mean, and averaging over multiple runs could mitigate the error of localization. Irrespective of possible averaging, we assume in the following that the errors of DOD, DOA and TOA measurements due to noise are small, and their statistical distributions are known.
- IPs should not be used for localization generally ${ }^{1}$, since the association between TOA/DOD/DOA and reflector locations is not bijective. Erroneously using IPs leads to biases to DOD, DOA and TOA estimates, also resulting in errors of target location estimates. Moreover, the errors of localization cannot be decreased by averaging.
The IP detection is particularly important for precise localization systems based on ultra-wideband signals. This is because the errors of DOD, DOA and TOA measurements due to noise are small compared with those due to IPs. For instance, [33] and [38], [39] show that in an anechoic chamber, with ultra-wide-band signals ( $2-8 \mathrm{GHz}$ ) and sophisticated channel sounding techniques (RIMAX [33]), the standard deviation of the signal travel range (proportional to TOA) can be less than 0.5 cm , and the standard deviations of DOD and DOA measurements can be less than 0.5 degree. In [40], with 1.5 GHz bandwidth signals, ranging errors of about 10 cm and angular errors of about 1 degree are achieved. In these two examples, the errors are due to noise. Regarding errors due to IPs, the range estimate bias $\left(p_{3}+p_{4}-p_{2}\right)$ and angle estimate
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Fig. 2. Illustration of TOA, DOA and DOD joint location estimation.
bias $\left(\theta_{3}-\theta_{2}\right)$ can easily be on the orders of meters, and tens of degrees, respectively. Thus, IPs severely degrade localization accuracy, especially in indoor environments, where a multitude of reflectors such as walls and tables exist. To improve the localization accuracy, it is vital to first identify the IPs. Then, the IPs can either be discarded or combined with the DPs for localization according to the methods described in [23].

## III. IP Detection Scheme based on Differences of InTERSECTIONS

In this section, we present the principle of the proposed IP detection scheme based on differences of intersections of DOD/DOA, DOD/TOA and DOA/TOA in x or y coordinates. The basic idea is that if DOD, DOA and TOA measurements are consistent, the three intersections from them would be close with each other. Otherwise, the three intersections would be far from each other.

As shown in Fig. 2, the coordinates of reflection points giving a specific DOD, DOA, or TOA, respectively, can be written as follows,

$$
\begin{array}{ll}
\text { DOD: } & y=\tan \left(\theta_{\mathrm{DOD}}\right)\left(x+\frac{d}{2}\right), \\
\text { DOA: } & y=\tan \left(\theta_{\mathrm{DOA}}\right)\left(x-\frac{d}{2}\right), \\
\text { TOA: } & \frac{x^{2}}{\left(\frac{l}{2}\right)^{2}}+\frac{y^{2}}{\left(\frac{l}{2}\right)^{2}-\left(\frac{d}{2}\right)^{2}}=1 \tag{3}
\end{array}
$$

Note that $l=c_{0} \cdot$ TOA, where $c_{0}$ is the speed of light and TOA is the signal travel time. (1) and (2) denote two lines and (3) is an ellipse.

Throughout this paper, we assume there is no ambiguity in the DOD and DOA estimation: the system can effectively differentiate $\theta_{\mathrm{DOD}}$ and $\theta_{\mathrm{DOD}} \pm \pi, \theta_{\mathrm{DOA}}$ and $\theta_{\mathrm{DOA}} \pm \pi$. Without loss of generality, we assume that $0 \leq \theta_{\text {DOD }} \leq \pi$ and $0 \leq \theta_{\mathrm{DOA}} \leq \pi$. Practically, the ambiguity can be removed by combining the DOA estimates from several receivers: the correct DOA lines from every receiver should point to the correct target location. Other methods such as using rough prior information of the target location can also remove the DOD and DOA ambiguity.

$$
\begin{align*}
& p_{f, f r}^{K}=\operatorname{Prob}\left(\left(\text { Number of }\left|\lambda_{i}\right| \text { larger than } \delta_{i}\right)>K \mid \text { The path is a DP }\right),  \tag{4}\\
& p_{d, f r}^{K}=\operatorname{Prob}\left(\left(\text { Number of }\left|\lambda_{i}\right| \text { larger than } \delta_{i}\right)>K \mid \text { The path is an IP }\right) .
\end{align*}
$$

Due to measurement errors or IPs, DOD, DOA and TOA intersect at three points instead of one. Let $\left[\hat{x}_{1}, \hat{y}_{1}\right],\left[\hat{x}_{2}, \hat{y}_{2}\right]$ and $\left[\hat{x}_{3}, \hat{y}_{3}\right]$ denote the locations of intersections of DOD/DOA, DOD/TOA, DOA/TOA. Then, there are six difference observations of the three intersections as follows:

$$
\hat{\boldsymbol{\lambda}}=\left[\begin{array}{c}
\lambda_{1}  \tag{5}\\
\lambda_{2} \\
\lambda_{3} \\
\lambda_{4} \\
\lambda_{5} \\
\lambda_{6}
\end{array}\right]=\left[\begin{array}{c}
\hat{x}_{1}-\hat{x}_{2} \\
\hat{y}_{1}-\hat{y}_{2} \\
\hat{x}_{1}-\hat{x}_{3} \\
\hat{y}_{1}-\hat{y}_{3} \\
\hat{x}_{2}-\hat{x}_{3} \\
\hat{y}_{2}-\hat{y}_{3}
\end{array}\right]
$$

Since there are 6 observations, the TDAJ IP detection can be based on individual rule or fusion rule:

- Individual rule: the final decision is based solely on one $\lambda_{i}$ : if $\left|\lambda_{i}\right|$ is larger than a threshold $\delta_{i}$, TDAJ claims an IP, otherwise, claims a DP.
- Fusion rule: The final decision is based on a fusion of the six observations: if the number of $\left|\lambda_{i}\right|$ larger than a threshold $\delta_{i}(i=1,2, \ldots, 6)$ is larger than $K(K=$ $0,1, \ldots, 5)$, the detection algorithm claims that it is an IP, otherwise, the detection algorithm claims that it is a DP.
To evaluate the IP detection performance, the probability of false alarm (PF) and probability of detection (PD) are:
$P_{f}=\operatorname{Prob}$ (The algorithm claims an IP $\mid$ The path is a DP), $P_{d}=\operatorname{Prob}$ (The algorithm claims an IP $\mid$ The path is an IP).

For each individual measurement $\lambda_{i}, \mathrm{PF}$ and PD can be evaluated as follows:

$$
\begin{align*}
& p_{f}^{i}=\operatorname{Prob}\left(\left|\lambda_{i}\right|>\delta_{i} \mid \text { The path is a DP }\right), \\
& p_{d}^{i}=\operatorname{Prob}\left(\left|\lambda_{i}\right|>\delta_{i} \mid \text { The path is an IP }\right) . \tag{7}
\end{align*}
$$

For fusion rule, the decision strategy is shown in (4).
where the subscript " $f r$ " denotes the fusion rule, and the superscript $K$ is a parameter characterizing the fusion rule. Because a DP means no reflector, the PF is independent of the locations of obstacles/reflectors while the PD is not. In most situations, the locations of the reflectors are unknown, thus, an ideal strategy of TDAJ scheme is based on the NeymanPearson rule [41] to choose a threshold $\delta$ to achieve a desired PF , and at the same time maximize PD.

## IV. Distribution of Decision Variables and Evaluations of $P_{f}$ and $P_{d}$

In this section, we study the decision variables $\lambda_{i}$ and then present the evaluations of PF and PD . To better evaluate the impact of IPs on localization, we define a "safe region" and outage probability. We also investigate the situations where the TDAJ algorithm does not work well.

Let the true/mean values of the locations of the DOD/DOA, DOD/TOA, DOA/TOA intersections be $\left[\bar{x}_{1}, \bar{y}_{1}\right],\left[\bar{x}_{2}, \bar{y}_{2}\right]$ and $\left[\bar{x}_{3}, \bar{y}_{3}\right]$, respectively. The noise induced deviations from the
means of the locations of the three intersections are denoted by

$$
\begin{equation*}
\left[\Delta x_{k}, \Delta y_{k}\right]=\left[\hat{x}_{k}-\bar{x}_{k}, \hat{y}_{k}-\bar{y}_{k}\right], \quad k=1,2,3, \tag{8}
\end{equation*}
$$

where $\left[\hat{x}_{1}, \hat{y}_{1}\right],\left[\hat{x}_{2}, \hat{y}_{2}\right]$ and $\left[\hat{x}_{3}, \hat{y}_{3}\right]$ are the measured locations of intersections of DOD/DOA, DOD/TOA, DOA/TOA. For notational convenience, we define $\mu_{1}=\theta_{\mathrm{DOA}}, \mu_{2}=\theta_{\mathrm{DOD}}$ and $\mu_{3}=l$. Taking the derivatives of (1) - (3) with respect to $\mu_{1}$, $\mu_{2}$ and $\mu_{3}$, the deviations of $x_{k}, y_{k}$ and $\mu_{k}$ satisfy

$$
\begin{array}{r}
a_{k}^{k} \Delta x_{k}+b_{k}^{k} \Delta y_{k}+c_{k}^{k} \Delta \mu_{k}=0, \\
a_{k+1, \bmod 3}^{k} \Delta x_{k}+b_{k+1, \bmod 3}^{k} \Delta y_{k}+c_{k+1, \bmod 3}^{k} \Delta \mu_{k+1, \bmod 3}=0, \tag{10}
\end{array}
$$

where $k=1,2,3, \bmod 3$ denotes taking the index modulo 3 , and

$$
\begin{array}{lll}
a_{1}^{k}=\tan \bar{\mu}_{1}, & b_{1}^{k}=-1, & c_{1}^{k}=\frac{\bar{x}_{k}-\frac{d}{2}}{\cos ^{2}\left(\bar{\mu}_{1}\right)}, \\
a_{2}^{k}=\tan \bar{\mu}_{2}, & b_{2}^{k}=-1, & c_{2}^{k}=\frac{\bar{x}_{k}+\frac{d}{2}}{\cos ^{2}\left(\bar{\mu}_{2}\right)},  \tag{11}\\
a_{3}^{k}=\frac{2 \bar{x}_{k}}{\bar{\mu}_{3}^{2}}, & b_{3}^{k}=\frac{2 \bar{y}_{k}}{\bar{\mu}_{3}^{2}-d^{2}}, & c_{3}^{k}=-2\left(\frac{\bar{x}_{k}^{2}}{\bar{\mu}_{3}^{3}}-\frac{\bar{y}_{k}^{2} \bar{\mu}_{3}}{\left(\bar{\mu}_{3}^{2}-d^{2}\right)^{2}}\right) .
\end{array}
$$

Here $a, b$ and $c$ with superscript $k$ are parameters for the intersection $\left[x_{k}, y_{k}\right]$. We actually use derivatives (first order Taylor expansion) to approximate the noise induced errors. Note that these above parameters depend on $\left[\bar{x}_{k}, \bar{y}_{k}\right]$ and $\bar{\mu}_{k}$, $k=1,2,3$, which are actually unknown. We assume that they are known for the purpose of analyzing the distribution of decision variable $\lambda_{i}$ and the evaluation of PD and PF. In Section V, we will discuss the TDAJ scheme based on estimates of these variables.

For notational convenience, we can define the following quantities:

$$
\begin{align*}
\alpha & =a_{1}^{1} b_{2}^{1}-a_{2}^{1} b_{1}^{1},  \tag{12a}\\
\beta & =a_{2}^{2} b_{3}^{2}-a_{3}^{2} b_{2}^{2},  \tag{12b}\\
\gamma & =a_{3}^{3} b_{1}^{3}-a_{1}^{3} b_{3}^{3} . \tag{12c}
\end{align*}
$$

By solving (9) and (10) for different $k$, we can obtain

$$
\varepsilon=\left[\begin{array}{c}
\Delta x_{1}-\Delta x_{2}  \tag{13}\\
\Delta y_{1}-\Delta y_{2} \\
\Delta x_{1}-\Delta x_{3} \\
\Delta y_{1}-\Delta y_{3} \\
\Delta x_{2}-\Delta x_{3} \\
\Delta y_{2}-\Delta y_{3}
\end{array}\right]=\mathbf{W} \Delta \boldsymbol{\mu}
$$

where

$$
\mathbf{W}=\left[\begin{array}{ccc}
-\frac{c_{1}^{1} b_{2}^{1}}{\alpha} & \frac{c_{2}^{1} b_{1}^{1}}{\alpha}+\frac{c_{2}^{2} b_{3}^{2}}{\beta} & -\frac{b_{2}^{2} c_{3}^{2}}{\beta}  \tag{14}\\
\frac{a_{2}^{1} c_{1}^{1}}{\alpha} & -\frac{a_{1}^{1} c_{2}^{1}}{\alpha}-\frac{c_{2}^{2} a_{3}^{2}}{\beta} & \frac{a_{2}^{2} c_{3}^{2}}{\beta} \\
-\frac{b_{2}^{1} c_{1}^{1}}{\alpha}-\frac{b_{3}^{3} c_{1}^{3}}{\gamma} & \frac{b_{1}^{1} c_{2}^{1}}{\alpha} & \frac{b_{1}^{3} c_{3}^{3}}{\gamma} \\
\frac{a_{2}^{1} c_{1}^{1}}{\alpha}+\frac{c_{1}^{3} a_{3}^{3}}{\gamma} & -\frac{a_{1}^{1} c_{2}^{1}}{\alpha} & -\frac{a_{1}^{3} c_{3}^{3}}{\gamma} \\
-\frac{b_{3}^{3} c_{1}^{3}}{\gamma} & -\frac{b_{3}^{b_{3}^{2} c_{2}^{2}}}{\beta} & \frac{b_{2}^{2} c_{3}^{2}}{\beta}+\frac{b_{1}^{3} c_{3}^{3}}{\gamma} \\
\frac{a_{3}^{3} c_{1}^{3}}{\gamma} & \frac{a_{3}^{2} c_{2}^{2}}{\beta} & -\frac{a_{2}^{2} c_{3}^{2}}{\beta}-\frac{a_{1}^{3} c_{3}^{3}}{\gamma}
\end{array}\right],
$$

$$
\begin{equation*}
\boldsymbol{\Delta} \boldsymbol{\mu}=\left[\Delta \mu_{1}, \Delta \mu_{2}, \Delta \mu_{3}\right]^{T} . \tag{15}
\end{equation*}
$$

According to (5) and (13), we can evaluate the observations of differences by

$$
\begin{equation*}
\hat{\lambda}=\bar{\lambda}+\varepsilon \tag{16}
\end{equation*}
$$

where $\hat{\boldsymbol{\lambda}}=\left[\hat{x}_{1}-\hat{x}_{2}, \hat{y}_{1}-\hat{y}_{2}, \hat{x}_{1}-\hat{x}_{3}, \hat{y}_{1}-\hat{y}_{3}, \hat{x}_{2}-\hat{x}_{3}, \hat{y}_{2}-\hat{y}_{3}\right]^{T}$ and $\overline{\boldsymbol{\lambda}}=\left[\bar{x}_{1}-\bar{x}_{2}, \bar{y}_{1}-\bar{y}_{2}, \bar{x}_{1}-\bar{x}_{3}, \bar{y}_{1}-\hat{y}_{3}, \bar{x}_{2}-\bar{x}_{3}, \bar{y}_{2}-\bar{y}_{3}\right]^{T}$ are the mean of $\hat{\lambda}$.

Discussions: It can be easily proven that $\bar{\lambda}_{i}=0$ in the case of DPs when $\bar{x}_{1}=\bar{x}_{2}=\bar{x}_{3}$ and $\bar{y}_{2}=\bar{y}_{2}=\bar{y}_{3}$, while $\bar{\lambda}_{i} \neq 0$ in the case of IPs.

In the following, the evaluations of $p_{f}^{i}$ and $p_{d}^{i}$ are presented.

## A. Distribution of $\lambda_{i}$ in DPs and evaluation of $p_{f}^{i}$

In the case of DPs, $a_{j}^{k}, b_{j}^{k}, c_{j}^{k}(j=1,2,3)$ and $\left[\bar{x}_{k}, \bar{y}_{k}\right]$ have the same values for different $k$, and $\bar{\lambda}_{i}=0$ with $i=1,2, \ldots, 6$. For notational convenience, let $\hat{\lambda}_{i}^{D P}$ denote the value of $\lambda_{i}$ in the case of DPs and $\hat{\lambda}^{D P}=\left[\hat{\lambda}_{1}^{D P}, \hat{\lambda}_{2}^{D P}, \ldots, \hat{\lambda}_{6}^{D P}\right]^{T}$. Also, let $a_{j}=a_{j}^{k}, b_{j}=b_{j}^{k}$ and $c_{j}=c_{j}^{k}$ for $j=1,2,3$. Then, we can show the relations between the 6 difference observations in the following theorem.

Theorem 1: In the case of DP, the six difference observations $\hat{\lambda}_{i}(i=1,2, \ldots, 6)$ are linearly dependent:
$\omega_{1} \hat{\lambda}_{1}^{D P}=\omega_{2} \hat{\lambda}_{2}^{D P}=\omega_{3} \hat{\lambda}_{3}^{D P}=\omega_{4} \hat{\lambda}_{4}^{D P}=\omega_{5} \hat{\lambda}_{5}^{D P}=\omega_{6} \hat{\lambda}_{6}^{D P}$,
where

$$
\begin{array}{lll}
\omega_{1} & =1, & \omega_{2}=-\frac{b_{2}}{a_{2}},
\end{array} \omega_{3}=-\frac{b_{2} \gamma^{D P}}{b_{1} \beta^{D P}}, ~ \begin{array}{ll}
\omega_{4}=\frac{b_{2} \gamma^{D P}}{a_{1} \beta^{D P}}, & \omega_{5}=\frac{b_{2} \gamma^{D P}}{b_{3} \alpha^{D P}},
\end{array} \omega_{6}=-\frac{b_{2} \gamma^{D P}}{a_{3} \alpha^{D P}},
$$

with

$$
\begin{align*}
\alpha^{D P} & =a_{1} b_{2}-a_{2} b_{1}  \tag{18a}\\
\beta^{D P} & =a_{2} b_{3}-a_{3} b_{2}  \tag{18b}\\
\gamma^{D P} & =a_{3} b_{1}-a_{1} b_{3} \tag{18c}
\end{align*}
$$

Proof: Please refer to the Appendix.
Theorem 1 implies that any one of the six observations contains all the information to evaluate the level of consistency between DOD, DOA and TOA measurements. Thus, we have

$$
P_{f}=p_{f}^{i}, \quad i=1,2, \ldots, 6
$$

An interpretation of Theorem 1 is illustrated in Fig. 3. The difference observations $\lambda_{i}(i=1,2, \ldots, 6)$ are also shown in the figure. The TDJA essentially employs linear approximations to set up the relations between the changing of three intersections $\left(\left[x_{j}, y_{j}\right], j=1,2,3\right.$.) and $\mu_{1}, \mu_{2}$ and $\mu_{3}$ as shown in (9). Thus, we treat the DOD, DOA and TOA as three lines shown in Fig. 3. The changing of the three lines generates a triangle. The shape of the triangle is determined by the absolute DOA, DOD, and TOA, and only the size (scaling) of the triangle depends on the error. Thus, the triangle is completely defined, and all the values of $\lambda_{i}$ can be calculated, if any one of the $\lambda_{i}$ is known. This interpretation also allows to show easily that the method in


Fig. 3. Interpretation of Theorem 1.
our recent conference paper [36] is actually a special case of the TDAJ method in this paper. The decision variable in [36] is the distance from DOD/DOA intersection to TOA ellipse. Based on the result of Theorem 1, it is linearly dependent with $\lambda_{i}$ in case of DPs.

Since $\bar{\lambda}_{i}=0$ in the case of DP, from (14) and (16), it follows that $\lambda_{i}^{D P}$ is evaluated by

$$
\begin{equation*}
\lambda_{i}^{D P}=W_{i, 1} \Delta \mu_{1}+W_{i, 2} \Delta \mu_{2}+W_{i, 3} \Delta \mu_{3} \tag{19}
\end{equation*}
$$

where $W_{i, j}$ is the entry of $\mathbf{W}$ in (14) on the $i$ th row and the $j$ th column.

Assume that the probability density functions of DOA, DOD and TOA measurement errors $f_{\Delta \mu_{1}}(x), f_{\Delta \mu_{2}}(x)$ and $f_{\mu 3}(x)$ are known. Then, let $\Delta \mu_{1}^{i}=W_{i, 1} \Delta \mu_{1}, \Delta \mu_{2}^{i}=$ $W_{i, 2} \Delta \mu_{2}$ and $\Delta \mu_{3}^{i}=W_{i, 3} \Delta \mu_{3}$, the distributions of $\Delta \mu_{1}^{i}, \Delta \mu_{2}^{i}, \Delta \mu_{3}^{i}$ are

$$
\begin{align*}
g_{\Delta \mu_{1}^{i}}^{D P}(y) & =\frac{1}{\left|W_{i, 1}\right|} f_{\Delta \mu_{1}}\left(\frac{y}{W_{i, 1}}\right),  \tag{20}\\
g_{\Delta \mu_{2}^{i}}^{D P}(y) & =\frac{1}{\left|W_{i, 2}\right|} f_{\Delta \mu_{2}}\left(\frac{y}{W_{i, 2}}\right),  \tag{21}\\
g_{\Delta \mu_{3}^{i}}^{D P}(y) & =\frac{1}{\left|W_{i, 3}\right|} f_{\Delta \mu_{3}}\left(\frac{y}{W_{i, 3}}\right) . \tag{22}
\end{align*}
$$

Then, the distribution of $\lambda_{i}^{D P}$ is

$$
\begin{equation*}
f_{\lambda_{i}}^{D P}(z)=\left(g_{\Delta \mu_{1}^{i}}^{D P} * g_{\Delta \mu_{2}^{i}}^{D P} * g_{\Delta \mu_{3}^{i}}^{D P}\right)(z) \tag{23}
\end{equation*}
$$

where $*$ denotes the convolution operation.
Particularly, if $\Delta \mu_{1}, \Delta \mu_{2}$ and $\Delta \mu_{3}$ are Gaussian distributed with variances $\sigma_{1}^{2}, \sigma_{2}^{2}$ and $\sigma_{3}^{2}$, respectively, the decision variable $\lambda_{i}^{D P}$ is also a Gaussian random variable with variance

$$
\begin{equation*}
\sigma_{\lambda_{i}^{D P}}^{2}=\left(W_{i, 1} \sigma_{1}\right)^{2}+\left(W_{i, 2} \sigma_{2}\right)^{2}+\left(W_{i, 3} \sigma_{3}\right)^{2} \tag{24}
\end{equation*}
$$

For some other special distributions of $\Delta \mu_{1}, \Delta \mu_{2}$ and $\Delta \mu_{3}$, simple evaluation of $f_{\lambda_{i}}(z)$ can also be obtained [42].

Based on the definition of PF, given the distribution of $f_{\lambda_{i}}^{D P}(z)$, we have

$$
\begin{align*}
p_{f}^{i} & =\operatorname{Prob}\left(\left|\lambda_{i}\right|>\delta_{i} \mid \text { The channel is a DP }\right) \\
& =1-\int_{-\delta_{i}}^{\delta_{i}} f_{\lambda_{i}}^{D P}(z) d z \tag{25}
\end{align*}
$$

When $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are Gaussian distributed, we can obtain a simple evaluation of $p_{f}^{i}$ by

$$
\begin{align*}
p_{f}^{i} & =1-\int_{-\delta_{i}}^{\delta_{i}} \frac{1}{2 \pi \sigma_{\lambda_{i}}} \exp \left(-\frac{z^{2}}{2 \sigma_{\lambda_{i}}^{2}}\right) d z  \tag{26}\\
& =2 Q\left(\frac{\delta_{i}}{\sigma_{\lambda_{i}}}\right)
\end{align*}
$$

where $\sigma_{\lambda_{i}}$ is given in (24) and $Q(a)=\int_{a}^{\infty} \frac{1}{2 \pi} \exp (-$ $\left.\frac{m^{2}}{2}\right) d m$.
Thus, given a desired value of $P_{f}$, the threshold $\delta_{i}$ is computed as

$$
\begin{equation*}
\delta_{i}=Q^{-1}\left(\frac{P_{f}}{2}\right) \sigma_{\lambda_{i}} \tag{27}
\end{equation*}
$$

where $Q^{-1}(\bullet)$ is the inverse function of $Q(\bullet)$.

## B. Distribution of $\lambda_{i}$ in IPs and evaluation of $p_{d}^{i}$

In the case of IP, DOD, DOA and TOA intersect at three intersection points due to both the measurement noise and IP. Particularly, $\bar{\lambda}_{i} \neq 0$ for IPs.

Let $\lambda_{i}^{I P}$ denote $\lambda_{i}$ in the case of IPs, and $\bar{\lambda}_{i}^{I P}$ be the mean value of $\lambda_{i}^{I P}$. According to (16), following similar reasoning of (19) - (23), the probability density function of $\lambda_{i}^{I P}$ is

$$
\begin{equation*}
f_{\lambda_{i}}^{I P}(z)=\left(g_{\Delta \mu_{1}^{i}}^{I P} * g_{\Delta \mu_{2}^{i}}^{I P} * g_{\Delta \mu_{3}^{i}}^{I P}\right)(z) \tag{28}
\end{equation*}
$$

with

$$
\begin{align*}
& g_{\Delta \mu_{1}^{i}}^{I P}(y)=\frac{1}{\left|W_{i, 1}\right|} f_{\Delta \mu_{1}}\left(\frac{y-\bar{\lambda}_{i}^{I P}}{W_{i, 1}}\right)  \tag{29}\\
& g_{\Delta \mu_{2}^{i}}^{I P}(y)=\frac{1}{\left|W_{i, 2}\right|} f_{\Delta \mu_{2}}\left(\frac{y-\bar{\lambda}_{i}^{I P}}{W_{i, 2}}\right)  \tag{30}\\
& g_{\Delta \mu_{3}^{i}}^{I P}(y)=\frac{1}{\left|W_{i, 3}\right|} f_{\Delta \mu_{3}}\left(\frac{y-\bar{\lambda}_{i}^{I P}}{W_{i, 3}}\right) \tag{31}
\end{align*}
$$

where $W_{i, j}$ is the entry of $\mathbf{W}$ in (14) on the $i$ th row and the $j$ th column and $f_{\Delta \mu_{1}}, f_{\Delta \mu_{2}}$ and $f_{\Delta \mu_{3}}$ are probability density functions of DOA, DOD and TOA measurement errors, respectively.

Based on the definition of PD, given the distribution of $f_{\lambda_{i}}^{I P}(z)$,

$$
\begin{align*}
p_{d}^{i} & =\operatorname{Prob}\left(\left|\lambda_{i}\right|>\delta_{i} \mid \text { The channel is a IP }\right) \\
& =1-\int_{-\delta_{i}}^{\delta_{i}} f_{\lambda_{i}}^{I P}(z) d z . \tag{32}
\end{align*}
$$

When $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are Gaussian distributed with variance $\sigma_{1}^{2}, \sigma_{2}^{2}$ and $\sigma_{3}^{2}$, respectively, $\lambda_{i}^{I P}$ is also a Gaussian random variable with non-zero mean $\bar{\lambda}_{i}^{I P}$ and variance $\sigma_{\lambda_{i}^{I P}}^{2}=$ $W_{i, 1}^{2} \sigma_{1}^{2}+W_{i, 2}^{2} \sigma_{2}^{2}+W_{i, 3}^{2} \sigma_{3}^{2}$. Then, PD is evaluated by

$$
\begin{align*}
p_{d}^{i} & =1-\int_{-\delta_{i}}^{\delta_{i}} \frac{1}{2 \pi \sigma_{\lambda_{i}^{I P}}} \exp \left(-\frac{\left(z-\bar{\lambda}_{i}^{I P}\right)^{2}}{2 \sigma_{\lambda_{i}^{I P}}^{2}}\right) d z  \tag{33}\\
& =1-Q\left(\frac{-\delta_{i}-\bar{\lambda}_{i}^{I P}}{\sigma_{\lambda_{i}^{I P}}}\right)+Q\left(\frac{\delta_{i}-\bar{\lambda}_{i}^{I P}}{\sigma_{\lambda_{i}^{I P}}}\right) .
\end{align*}
$$

In conclusion, we note that the averaged (noise-free) intersection points depend on the location of the reflector. We have assumed in our derivation a deterministic location. In practice, such a location cannot be expected to be known. At most, the distribution of the reflector locations can be estimated (e.g., uniformly distributed), from which further statistics of PF and PD could be derived.


Fig. 4. Illustration of Blind Spots of Different $\lambda_{i}$.

## C. Blind Spot of $\lambda_{i}$

There are some situations where the indirect paths can not be effectively detected. Here, we call these special situations "blind spots (BSs)". This subsection studies the BSs for different $\lambda_{i}$.

There are three different kind of situations where the proposed methods do not work well:

BS1: The reflectors are on the lines of DOD or DOA. In this situation, the DOD and DOA intersection is on the TOA ellipse when no measurement errors exist.
BS2: The locations of reflectors satisfy any of the three conditions: $\alpha \rightarrow 0, \beta \rightarrow 0$ or $\gamma \rightarrow 0$. This is because under these three conditions, $\sigma_{\lambda_{i}} \rightarrow \infty$ according to (24).

BS3: The locations of reflectors satisfy $\lambda_{i} \rightarrow 0$.
For BS1, the potential locations of reflectors $[m, n]$ satisfy

$$
\begin{equation*}
\frac{n}{m-\frac{d}{2}}=\frac{y}{m-\frac{x}{2}} \quad \text { or } \quad \frac{n}{m+\frac{d}{2}}=\frac{y}{m+\frac{x}{2}} \tag{34}
\end{equation*}
$$

where $[x, y]$ is the location of the target, $[-d / 2,0]$ and $[d / 2,0]$ are the locations of transmitter and receiver, respectively. Given the locations of target and reflectors, the signal can arrive at them through different paths. For simplicity, we consider a reflector location to be BS if the proposed method does not work well for any one of the paths. For example, for transmitter at $[-2.5,0]$, receiver at $[2.5,0]$ and target at $[-1,5]$, the reflector $\left[-2, \frac{5}{3}\right]$ is on the line of DOD. The proposed method does not perform well only for the path transmitter-reflector-target-receiver, not the path transmitter-target-reflector-receiver. In this example, we consider the reflector $\left[-2, \frac{5}{3}\right]$ to be a BS .

For BS2, the reflectors need to satisfy $\alpha \rightarrow 0, \beta \rightarrow 0$ or $\gamma \rightarrow 0$. Particularly, $\alpha \rightarrow 0$, which is easy to be satisfied, happens when the DOD is parallel to the DOA.

Table I shows the BS positions for different $\lambda_{i}$. One interesting observation is that BS3 do not exist for $\lambda_{5}$. Note that though we only consider $0 \leq \mu_{1} \leq \pi$ and $0 \leq \mu_{2} \leq \pi$ in this paper, if the full range of $\mu_{1}$ and $\mu_{2}$ were considered, a BS3 would be possible, too. One illustration of the BS is shown in Fig. 4, The settings for the illustration are transmitter at $[-2.5,0]$, receiver at $[2.5,0]$ and target at $[-1,5]$.

TABLE I
Blind Spots of Different $\lambda_{i}$

| Blind Spots | BS1 | BS2 | BS3 |
| :---: | :---: | :---: | :---: |
| $\lambda_{1}$ | Reflectors satisfying (34) | $\alpha \rightarrow 0$ (DOD // DOA), $\beta \rightarrow 0$ | $\mu_{2}=\frac{\pi}{2}$ |
| $\lambda_{2}$ | Reflectors satisfying (34) | $\alpha \rightarrow 0$ (DOD // DOA), $\beta \rightarrow 0$ | $\mu_{2}=0$ or $\pi$ |
| $\lambda_{3}$ | Reflectors satisfying (34) | $\alpha \rightarrow 0$ (DOD // DOA), $\gamma \rightarrow 0$ | $\mu_{1}=\frac{\pi}{2}$ |
| $\lambda_{4}$ | Reflectors satisfying (34) | $\alpha \rightarrow 0$ (DOD // DOA), $\gamma \rightarrow 0$ | $\mu_{1}=0$ or $\pi$ |
| $\lambda_{5}$ | Reflectors satisfying (34) | $\beta \rightarrow 0, \gamma \rightarrow 0$ | Do not exist |
| $\lambda_{6}$ | Reflectors satisfying (34) | $\beta \rightarrow 0, \gamma \rightarrow 0$ | $\mu_{1}+\mu_{2}=\pi$ |

It is assumed there is only one reflector $[m, n]$ in the range $m \in[-8,8] \bigcap n \in[0,10]$ and the signal propagation path can be either transmitter-reflector-target-receiver, or transmitter-target-reflector-receiver. In the figure, BS1 is shown as blue color dot-dashed lines, BS2 is shown as black color dashed lines and BS3 is shown as red color solid lines. The BS2 of $\beta \rightarrow 0$ and $\gamma \rightarrow 0$ does not exist in this setting. The BS2 of $\alpha \rightarrow 0$ is the black lines which are parallel to the blue lines (DOD and DOA lines). One interesting observation is that $\lambda_{5}$ has the smallest BS: only BS1 exist for $\lambda_{5}$.

For the localization of a target, multiple transmitter-receiver pairs are often used. Different transmitter-receiver pairs have different BSs. Thus, the BSs can be eliminated by combining the IP detection results from multiple transmitter-receiver pairs.

## D. "Safe region" and outage probability

In this section, we further study the impact of IPs on target localization, and define the "safe region" and outage probability.

In the previous section, we defined the probability of false alarm as "deciding for a DP whenever an IP actually happens." This has a negative impact on the localization, since IPs add bias to DOD, DOA and TOA measurements, based on which the target is finally localized. However, it can be easily seen that different IPs would have different impact on the localization accuracy. For example, if the non-target reflector is close to the DOD or DOA lines, and adds little bias to DOD, DOA and TOA measurements, then, this IP would have little negative impact on the localization. There are even situations when the reflector does not change the value of DOD, DOA and TOA, e.g., in the case of BS1, the reflector is essentially on the line connecting the transmitter and the target. Thus, the definition of DP or IP does not fully reflect the impact of non-target reflectors on the localization accuracy. To quantify the IPs that do not lead to significant location bias, one could define a region called "safe region", where

$$
\begin{equation*}
\left|\bar{\lambda}_{i}\right|<\eta \tag{35}
\end{equation*}
$$

It is easy to understand that larger value of $\left|\overline{\lambda_{i}}\right|$ leads to less accurate localization. The "safe region" means that in this region, the non-target reflectors have less negative impact on the localization accuracy than reflectors outside this region. Only if the pair of DOD, DOA and TOA is considered to be in "safe region", they are used for localization. The DP can be considered as a special case of "safe region", which has the minimum (no) negative impact on localization accuracy. Given locations of reflectors, the value of $\bar{\lambda}_{i}$ can be computed, and we can decide whether the path is in "safe region" or
not. Moreover, we can define an outage probability of $\lambda_{i}$ as follows:

$$
\begin{align*}
& P_{\text {outage }, i}^{D P}=\operatorname{probability}\left(\left|\hat{\lambda}_{i}\right|>\delta^{\prime}| | \bar{\lambda}_{i} \mid \leq \eta_{i}\right)  \tag{36}\\
& P_{\text {outage }, i}^{I P}=\operatorname{probability}\left(\left|\hat{\lambda}_{i}\right|>\delta^{\prime}| | \bar{\lambda}_{i} \mid>\eta_{i}\right)
\end{align*}
$$

where $\delta^{\prime}$ together with $\eta$ are the parameters to control the localization accuracy.

There is a tradeoff of choosing the values of $\delta^{\prime}$ and $\eta$ : with larger values of either $\delta^{\prime}$ or $\eta$, IPs are more likely to be considered to be in "safe region", and subsequently used for localization, however, the localization accuracy is decreased by taking more IPs.

## V. TDAJ Scheme with Noisy DOD, DOA and TOA

In this section, we discuss the computation of threshold $\delta_{i}$ given a required PF. Then, the procedures of TDAJ is presented.

According to (23), if we perfectly know the value of $f_{\lambda_{i}}^{D P}$, the value of $\delta_{i}$ can be reversely computed to achieve a given PF. However, $f_{\lambda_{i}}^{D P}$ depends on $f_{\Delta \mu_{1}}(\bullet), f_{\Delta \mu_{2}}(\bullet)$ and $f_{\Delta \mu_{3}}(\bullet)$ which are known and the values of $W_{i, 1}, W_{i, 2}$ and $W_{i, 3}$ which are not accurately known. Thus, the values of $W_{i, 1}, W_{i, 2}$ and $W_{i, 3}$ have to be estimated based on the measurements of DOA $\hat{\mu}_{1}$, DOD $\hat{\mu}_{2}$ and TOA $\hat{\mu}_{3}$.

The procedure of TDAJ is listed in Algorithm 1:

## Algorithm 1 DOD, DOA and TOA joint (TDAJ) IP Detection Scheme <br> 1. Compute the three intersections $\left[\hat{x}_{1}, \hat{y}_{1}\right],\left[\hat{x}_{2}, \hat{y}_{2}\right]$ and $\left[\hat{x}_{3}, \hat{y}_{3}\right]$ from DOA, DOD and TOA measurements $\hat{\mu_{1}}, \hat{\mu_{2}}$ and $\hat{\mu}_{3}$. <br> 2. Compute the matrix $\mathbf{W}$ based on (11) and (14) using the values of $\left[\hat{x}_{1}, \hat{y}_{1}\right],\left[\hat{x}_{2}, \hat{y}_{2}\right]$ and $\left[\hat{x}_{3}, \hat{y}_{3}\right]$ from Step 1. <br> 3. Then, calculate the distribution of $f_{\lambda_{i}}^{D P}(z)$ according to (20) - (23). <br> 4. Reversely compute the value of $\delta_{i}$ given $P_{f}$ by (27). <br> 5. Compare the value of six difference observations of $\lambda_{i}$ from (5) with threshold $\delta_{i},(i=1,2, \ldots, 6)$ and perform IP detection based on individual rule (7) or fusion rule (4).

## VI. Simulation Results

In this section, extensive simulations are employed to verify the theoretical results, evaluate the performance of TDAJ algorithms and test the improvement of localization accuracy by IP detection.

TABLE II
Simulation Parameters

|  | $P_{t}^{d B}$ | Target Location | Reflector Location |
| :--- | :---: | :---: | :---: |
| Scenario 1 | 1 dBm | fixed at $[5.2,10]$ | $[4.8,9.8]$ |
| Scenario 2 | 1 dBm | fixed at $[5.2,10]$ | Uniformly distributed at $x \in[-8,8] \cap y \in[0,10]$ |
| Scenario 3 | 1 dBm | The target and one reflector are uniformly distributed at $x \in[-8,8] \cap y \in[0,10]$ |  |
| Scenario 4 | 25 dBm | The target and two reflectors are uniformly distributed at $x \in[-8,8] \cap y \in[0,10]$ |  |
| Scenario 5 | Changing | The target and one reflector are uniformly distributed at $x \in[-8,8] \cap y \in[0,10]$ |  |

## A. Simulation Description

There are 6 scenarios considered for the simulation, and the parameters of them are shown in Table II. In scenario 1 , the radio propagation path is designed as transmitter-reflector-target-receiver; in scenario 2 and 3, the sequence of signal arrival at target/reflectors is random: the signal propagation path is either transmitter-target-reflector-receiver or transmitter-reflector-target-receiver with equal probability; in scenario 4 and 5, the signal propagation path is transmitter-object1-object2-object3-receiver, and the target and two receivers are randomly assigned to the three objects.

In all scenarios, the transmitter and receiver are at $[-2.5,0]$ and $[2.5,0]$, respectively. In this paper, we assume the locations of all objects (transmitter, target, etc.) are in meters. The measurement errors for $\mu_{i}$ are Gaussian, and the standard deviation of them $\left(\sigma_{i}, i=1,2,3\right)$ are given in meters or degrees, respectively. The values of $\sigma_{i}$, which are dependent of the target and reflector locations, are chosen as follows.

First, we employ a signal power loss model commonly used in the radar community [43], [44]. We assume the noise power spectral density is $-174 \mathrm{dBm} / \mathrm{Hz}$, the carrier frequency is 3 GHz , and the bandwidth of the signal is 1 GHz . The noise power is $P_{n}^{d B}=-174+10 \log _{10}\left(10^{9}\right)=-84 \mathrm{dBm}$. Assuming that the wireless signal is reflected by the target and $H$ non-target reflectors, the signal transmission path is divided into $H+2$ sub-paths ${ }^{2}$. As an example shown in Fig. 1 , there are two sub-paths $p_{1}$ and $p_{2}$ for a DP, and three subpaths $p_{1}, p_{3}$ and $p_{4}$ for an IP. We let $p_{h}$ be the length of the $h$ th $(h=1,2, \ldots, H+2)$ sub-path. The free space path loss through $h$ th sub-path is evaluated by

$$
L_{h}^{d B}=-10 \log _{10}\left(4 \pi p_{h}^{2}\right)
$$

Let the transmitted signal power in dB be $P_{t}^{d B}$, the signal-to-noise radio (SNR) in dB may be evaluated as follows [43], [44]:

$$
\begin{align*}
\mathrm{SNR}= & P_{t}^{d B}-P_{n}^{d B}+G_{T X}^{d B}+10 \log _{10}\left(A_{R X}\right)+ \\
& \sum_{h=1}^{H+2} L_{h}^{d B}+10 \log _{10}\left(R_{t} R_{r}^{H}\right) \\
= & P_{t}^{d B}+88-\sum_{h} 10 \log _{10}\left(4 \pi p_{h}^{2}\right)-0.22 H \tag{37}
\end{align*}
$$

where $G_{T X}^{d B}=15 \mathrm{~dB}$ is the transmitter gain in $\mathrm{dB}, A_{R X}=$ 0.0796 is the receiver antenna aperture, $R_{t}=1 \mathrm{~m}^{2}$ is the radio cross section (RCS) for the target, and $R_{r}=0.95 \mathrm{~m}^{2}$ is the RCS for any non-target reflectors.

[^2]TABLE III
$P_{f}$ AND $P_{d}$ OF INDIVIDUAL RULES BASED ON $\lambda_{1}, \lambda_{3}, \lambda_{5}$ FOR SCENARIO 1

| Expected $P_{f}$ |  | 0.05 | 0.1 | 0.3 | 0.5 | 0.9 | 0.95 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda_{1}$ | Simulated $P_{f}$ | 0.050 | 0.100 | 0.296 | 0.495 | 0.898 | 0.949 |
|  | $P_{d}$ by $(33)$ | 0.570 | 0.689 | 0.865 | 0.931 | 0.990 | 0.995 |
|  | Simulated $P_{d}$ | 0.576 | 0.700 | 0.876 | 0.938 | 0.991 | 0.995 |
| $\lambda_{3}$ | Simulated $P_{f}$ | 0.049 | 0.100 | 0.297 | 0.495 | 0.898 | 0.949 |
|  | $P_{d}$ by $(33)$ | 0.542 | 0.663 | 0.849 | 0.921 | 0.988 | 0.994 |
|  | Simulated $P_{d}$ | 0.549 | 0.683 | 0.872 | 0.937 | 0.991 | 0.995 |
| $\lambda_{5}$ | Simulated $P_{f}$ | 0.050 | 0.100 | 0.296 | 0.496 | 0.898 | 0.949 |
|  | $P_{d}$ by (33) | 0.593 | 0.709 | 0.877 | 0.938 | 0.991 | 0.995 |
|  | Simulated $P_{d}$ | 0.595 | 0.711 | 0.878 | 0.939 | 0.991 | 0.995 |

Second, we model the standard deviations of DOA $\left(\sigma_{1}\right)$, DOD $\left(\sigma_{2}\right)$ to be proportional to the square root of the Cramer Rao Lower Bounds (CRLBs) [45], [46] :

$$
\begin{align*}
\sigma_{1} & =\frac{1}{2} \sqrt{\frac{6}{\operatorname{SNR} N_{a r}\left(N_{a r}^{2}-1\right)}} \frac{1}{\sin \bar{\mu}_{1}}=\frac{0.05}{\sin \bar{\mu}_{1} \sqrt{\mathrm{SNR}}}  \tag{38}\\
\sigma_{2} & =\frac{1}{2} \sqrt{\frac{6}{\mathrm{SNR} N_{a r}\left(N_{a r}^{2}-1\right)}} \frac{1}{\sin \bar{\mu}_{2}}=\frac{0.05}{\sin \bar{\mu}_{2} \sqrt{\mathrm{SNR}}} \tag{39}
\end{align*}
$$

where $\bar{\mu}_{1}$ and $\bar{\mu}_{2}$ are the mean values of DOA and DOD.
The standard deviation of the TOA estimate $\sigma_{3}$ is assumed to be [3]

$$
\begin{equation*}
\sigma_{3}=\frac{\varpi}{\pi \sqrt{\mathrm{SNR}}}=\frac{0.038}{\sqrt{\mathrm{SNR}}} \tag{40}
\end{equation*}
$$

To test whether our model of $\sigma_{i}$ is consistent with practical results [40], we consider a DP with a target at $[7.8,14]$ and the transmitter power $P_{t}^{d B}=1 \mathrm{dBm}$. Then we can compute $\mathrm{SNR}=18.71 \mathrm{~dB}, \sigma_{1}=0.36$ degree, $\sigma_{2}=0.41$ degree and $\sigma_{3}=0.0044$ meter. The values of $\sigma_{i}$ are consistent with the results in [38]-[40]. In the simulation of every scenario, $2 * 10^{5}$ samples are collected. For every sample, the estimates of $\mu_{i}$ ( $i=1,2,3$ ) are Gaussian random variables with $\sigma_{i}$ computed according to (38) - (40).

## B. Comparison between theoretical and simulated PF and PD

The performances TDAJ for Scenario 1 based on $\lambda_{1}, \lambda_{3}$, $\lambda_{5}$ are listed in Table III. According to the definition in (7), PF is computed as the probability of claiming an IP when there are no reflectors and PD is computed as the probability of claiming an IP when there are reflectors. The expected PF, PD computed by (33), PF and PD by simulations are shown. From the results, we can observe that:

- The TDAJ scheme based on $\lambda_{i}$ can closely approximate the expected PF ,
- The closed-form evaluation of PD by (33) is consistent with PD obtained from simulations.


Fig. 5. $\quad P_{d}$ vs $P_{f}$ in Scenario 2.


Fig. 6. $\quad P_{d}$ vs $P_{f}$ in Scenario 3.
TABLE IV
$P_{f}$ AND $P_{d}$ OF FOR SCENARIO 2

| Expected $P_{f}$ |  | 0.03 | 0.04 | 0.05 | 0075 | 0.1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{f}$ | $\lambda_{5}$ | 0.0294 | 0.0397 | 0.0496 | 0.0691 | 0.0998 |
|  | $\mathrm{FR}(K=0)$ | 0.0334 | 0.0439 | 0.0544 | 0.0743 | 0.1049 |
|  | $\mathrm{FR}(K=5)$ | 0.0260 | 0.0357 | 0.0452 | 0.0640 | 0.0938 |
|  | $\lambda_{5}$ | 0.9002 | 0.9051 | 0.9095 | 0.9164 | 0.9234 |
|  | $\mathrm{FR}(K=0)$ | 0.9237 | 0.9272 | 0.9302 | 0.9348 | 0.9400 |
| $P_{d}$ | $\mathrm{FR}(K=5)$ | 0.5657 | 0.5799 | 0.5933 | 0.6157 | 0.6499 |

## C. Comparison of IP Detection Performance by Different $\lambda_{i}$

The simulated PD vs. PF curves for Scenario 2-4 are drawn in Fig. 5 to Fig. 7, respectively. It can be observed that

- In common UWB localization systems (Scenario 2-4), the TDAJ can very accurately detect the IP, e.g., $P_{f}<$ $10 \%$ and $P_{d}>90 \%$.
- The TDAJ scheme based on $\lambda_{5}$ has the best performance among individual rules in the sense that it accurately achieves the expected PF and maximizes the PD. This is because $\lambda_{5}$ has fewer BSs than others, as discussed in Section IV. C.


Fig. 7. $\quad P_{d}$ vs $P_{f}$ in Scenario 4.

In Table IV, we list the the PF and PD of the individual rule $\lambda_{5}$ and fusion rule (FR) with $K=0$ and $K=5$ for scenario 2, which shows that FR with $K=0$ and $K=5$ achieve a little higher and lower PF than the expected one, while individual rule based on $\lambda_{5}$ accurately achieves the expected PF. This is because when the model for the $\lambda_{i}$ is imperfect (the reasons for the imperfect model are analyzed in Section VI. D), the decisions from the different $\lambda_{i}$ are not perfectly correlated. Consequently, we might obtain a false alarm from some $\lambda_{i}$ but not others. In that case, we can conclude that a "fusion rule" with $K=0$ has a larger $P_{f}$ than a decision rule based on a single $\lambda_{i}$, since any $\lambda_{i}$ deciding for a $P_{f}$ leads to an overall decision for $P_{f}$. Conversely, a fusion rule with $K=5$ will lead to a smaller $P_{f}$ than the individual decision rules, since every $\lambda_{i}$ must claim a $P_{f}$.

## D. PF and PD vs. Transmitted Signal Power

In Scenario 5, we study the impact of transmitted signal power $P_{t}^{d B}$. High $P_{t}^{d B}$ leads to smaller standard deviation of DOA, DOD and TOA estimates, and consequently better IP detection performance. The simulated PD and PF vs. $P_{t}^{d B}$ are shown in Fig. 8, with expected $\mathrm{PF}=5 \%$.

From Scenario 5, we can observe that an increasing transmitted signal power improves the TDAJ performances: closer to expected PF and higher PD. In terms of PF, TDAJ based on $\lambda_{5}$ is less impacted by the increase of the error level than the Fusion Rule (FL) with $K=0$ and $K=1$. Even with $P_{t}^{d B}=-5 \mathrm{dBm}$, TDAJ based on $\lambda_{5}$ can achieve $P_{f}=5 \%$ and $P_{d}>85 \%$.

The main reasons for inaccurate PF and decreasing PD with high level of errors are:

1) The linear relations between $\Delta x, \Delta y$ and $\mu_{1}, \mu_{2}$ and $\mu_{3}$ (9) are not valid.
2) The threshold $\delta$ calculated based on noisy measurements $\mu_{1}, \mu_{2}$ and $\mu_{3}$ is not accurate.

## E. Improvement of Localization by IP Detection

In this section, we examine the improvement of localization accuracy by the IP detection. For the localization, the final


Fig. 8. $\quad P_{d}$ and $P_{f}$ vs transmitted signal power $P_{t}^{d B}(\mathrm{dBm})$ in Scenario 5
estimate of the target location is obtained based on the maximum likelihood (ML) estimation. The ML estimation is performed by a Quasi-Gaussian iterative method [47], with the initial value being the average of the three intersections (DOA/DOD, DOA/TOA and DOD/TOA).

In the simulation, we consider the problem of localization in an indoor environment with range $x \in[-5,5] \bigcap y \in[0,8]$. There are totally $2 * 10^{5}$ samples. The errors of DOA, DOD and TOA estimates are generated based on the model in (38) (40). In $10^{5}$ samples, there is no reflector, and in the remaining $10^{5}$ samples, there is one reflector uniformly distributed in the region $x \in[-5,5] \bigcap y \in[0,8]$. The transmitter and receiver are at $[-2.5,0]$ and $[2.5,0]$, respectively. The target location is shown in Table V. Two localization strategies are simulated and compared, the first one is without IP detection but checking whether the average of three intersection $\left[\frac{\hat{x}_{1}+\hat{x}_{2}+\hat{x}_{3}}{3}, \frac{\hat{y}_{1}+\hat{y}_{2}+\hat{y}_{3}}{3}\right]$ in the in the rion $x \in[-5,5] \bigcap y \in$ $[0,8]$. If the average of three intersections is inside the region, for any triplet of DOD, DOA and TOA, the localization is performed. The second one is to first perform IP detection, and only when the triplet is considered to be DP based on the individual rule with $\lambda_{5}$, the localization is performed. The root mean square error (RMSE) is utilized to evaluate the localization accuracy, which is defined by

$$
\begin{equation*}
\mathrm{RMSE}=\sqrt{\operatorname{Mean}\left(\left(\hat{x}_{R M S E}-\bar{x}\right)^{2}+\left(\hat{y}_{R M S E}-\bar{y}\right)^{2}\right)} \tag{41}
\end{equation*}
$$

where $[\bar{x}, \bar{y}]$ is the true target location and $\left[\hat{x}_{R M S E}, \hat{y}_{R M S E}\right]$ is the ML estimate of target location using the Quasi-Gaussian iterative method.

Table V shows the values of RMSE without IP detection, RMSE with IP detection, PF and PD for several target locations. It can be observed that the IP detection can increase the localization accuracy by several orders of magnitude.

## VII. CONCLUSION

This paper studied the problem of discriminating IPs and DPs for passive positioning purposes, from a novel perspective. We utilize the TOA, DOD and DOA information together

TABLE V
Localization RMSE Comparison

| Target Location | $[-1,5]$ | $[-2,6]$ | $[3,7]$ | $[-3,4.6]$ |
| :---: | :---: | :---: | :---: | :---: |
| RMSE without IP Detection | 4.2575 | 5.4581 | 4.2980 | 4.6665 |
| RMSE with IP Detection | 0.5602 | 0.8152 | 0.7863 | 0.5179 |
| PF | 0.0504 | 0.0498 | 0.0506 | 0.0496 |
| PD | 0.9832 | 0.9806 | 0.9760 | 0.9797 |

and test whether the parameter tuplet is consistent with the assumption of a DP. In particular, we test the differences of the three intersections from DOD, DOA and TOA measurements $\lambda_{i}(i=1,2, \ldots, 6)$ for IP detection. The algorithm is based on Neyman-Pearson criteria to maximize the probability of detection given probability of false alarm. Several individual rules and fusion rules under this framework are discussed. The "blind spots" of individual rules are investigated and it is shown that $\lambda_{5}$ has the smallest "blind spots". Simulations show that the algorithm can effectively detect IPs when the TOA, DOD and DOA measurements are available with small errors. As verified by simulations, the proposed method can be employed to sort out DPs to increase localization accuracy. Furthermore, the identified DPs can also be used for other purposes such as generation of environmental maps.
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## APPENDIX

## Proof of Theorem 1

Since in the case of DP, we have $a_{j}=a_{j}^{k}, b_{j}=b_{j}^{k}$ and $c_{j}=c_{j}^{k}$ for $j=1,2,3$. With some manipulations, we can rewrite $\mathbf{W}$ in (14) as

$$
\mathbf{W}=\left[\begin{array}{ccc}
-\frac{c_{1} b_{2}}{\alpha^{D P}} & -\frac{b_{2} c_{2} \gamma^{D P}}{\alpha^{D P} \beta^{D P}} & -\frac{b_{2} c_{3}}{\beta^{D P}}  \tag{42}\\
\frac{a_{2} c_{1}}{\alpha^{D P}} & \frac{a_{2} c_{2} \gamma^{D P}}{\alpha^{D P} \beta^{D P}} & \frac{a_{2} c_{3}}{\beta^{D P}} \\
\frac{b_{1} c_{1} \beta^{D P}}{\alpha^{D P} \gamma^{D P}} & \frac{b_{1} c_{2}}{\alpha^{D P}} & \frac{b_{1} c_{3}}{\gamma^{D P}} \\
-\frac{a_{1} c_{1} \beta^{D P}}{\alpha^{D P} \gamma^{D P}} & -\frac{a_{1} c_{2}}{\alpha^{D P}} & -\frac{a_{1} c_{3}}{\gamma^{D P}} \\
-\frac{b_{3} c_{1}}{\gamma^{D P}} & -\frac{b_{3} c_{2}}{\beta^{D P}} & -\frac{b_{3} c_{3} \alpha^{D P}}{\beta^{D P} \gamma^{D P}} \\
\frac{a_{3} c_{1}}{\gamma^{D P}} & \frac{a_{3} c_{2}}{\beta^{D P}} & \frac{a_{3} c_{3} \alpha^{D P}}{\beta^{D P} \gamma^{D P}}
\end{array}\right] .
$$

where

$$
\begin{aligned}
\alpha^{D P} & =a_{1} b_{2}-a_{2} b_{1} \\
\beta^{D P} & =a_{2} b_{3}-a_{3} b_{2} \\
\gamma^{D P} & =a_{3} b_{1}-a_{1} b_{3}
\end{aligned}
$$

Then, it follows that for $i=1,2, \ldots, 6$,

$$
\begin{aligned}
W_{1, i} & =-\frac{b_{2}}{a_{2}} W_{2, i}=-\frac{b_{2} \gamma^{D P}}{b_{1} \beta^{D P}} W_{3, i}=\frac{b_{2} \gamma^{D P}}{a_{1} \beta^{D P}} W_{4, i}(44) \\
& =\frac{b_{2} \gamma^{D P}}{b_{3} \alpha^{D P}} W_{5, i}=-\frac{b_{2} \gamma^{D P}}{a_{3} \alpha^{D P}} W_{6, i} .
\end{aligned}
$$

According to (13),

$$
\hat{\lambda}^{D P}=\varepsilon=\mathbf{W} \Delta \mu
$$

where $\Delta \boldsymbol{\mu}$ is defined in (15). Thus, we have

$$
\begin{align*}
\hat{\lambda}_{1}^{D P} & =-\frac{b_{2}}{a_{2}} \hat{\lambda}_{2}^{D P}=-\frac{b_{2} \gamma^{D P}}{b_{1} \beta^{D P}} \hat{\lambda}_{3}^{D P}=\frac{b_{2} \gamma^{D P}}{a_{1} \beta^{D P}} \hat{\lambda}_{4}^{D P}  \tag{45}\\
& =\frac{b_{2} \gamma^{D P}}{b_{3} \alpha^{D P}} \hat{\lambda}_{5}^{D P}=-\frac{b_{2} \gamma^{D P}}{a_{3} \alpha^{D P}} \hat{\lambda}_{6}^{D P} .
\end{align*}
$$

which finishes the proof.
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