Joint Power and Bandwidth Allocation in Wireless Cooperative Localization Networks

Tingting Zhang, Member, IEEE, Andreas F. Molisch, Fellow, IEEE, Yuan Shen, Member, IEEE, Qinyu Zhang, Senior Member, IEEE, Hao Feng, Student Member, IEEE, and Moe Z. Win, Fellow, IEEE

Abstract—Cooperative localization can enhance the accuracy of wireless network localization by incorporating range information among agent nodes in addition to those between agents and anchors. In this paper, we investigate the optimal allocation of the restricted resources, namely, power and bandwidth, to different nodes. We formulate the optimization problems for both synchronous networks and asynchronous networks, where one way and round trip measurements are applied for range estimation, respectively. Since the optimization problems are nonconvex, we develop an iterative linearization-based technique, and show by comparison with brute-force search that it provides near-optimal performance in the investigated cases. We also show that especially in the case of inefficient anchor placement and/or severe shadowing, cooperation among agents is important and more resources should be allocated to the agents correspondingly.

Index Terms—Cooperative localization, ranging, resource allocation, optimization.

I. INTRODUCTION

A. Background and Motivation

Position information is the basis of numerous wireless applications and services, such as 911 localization, search and rescue work, asset tracking, vehicle routing, and intruder detection [1]–[6]. For example, position information is of importance in wireless sensor networks for environment monitoring, or firefighters in buildings with fire and heavy smoke. Position estimation is usually accomplished via the Global Positioning System (GPS). However, GPS positions may be inaccurate under certain conditions, such as indoors or in urban environments, since the signals from the GPS satellites suffer from shadowing by obstacles, reflections, etc. An attractive alternative for those situations is wireless network localization with terrestrial reference nodes [7]–[12].

Location-aware networks generally consist of two kinds of nodes: anchors with known positions and agents with unknown positions (see Fig. 1). The positions of agents are of particular importance in those areas that are not covered by sufficient terrestrial reference nodes [7]–[12]. In Fig. 1, for example, since each agent is in the transmission range of only two anchors, neither agent's position is determined by measurements from multiple nodes. Depending on the positioning technique, the angle of arrival (AOA), the received signal strength (RSS) or time of arrival (TOA) information can be used to determine the position of a node [13], [14].

Conventional wireless localization usually refers to a process in which the positions of agents are determined only by the measurements with respect to the anchors only (but not between agents). Localization accuracy in wireless networks is determined by the network topology and the accuracy of the range measurements. Therefore, high-accuracy localization can only be achieved by high-power anchors or high-density anchor deployment, both of which are impractical in cost- and complexity-restricted scenarios (e.g., wireless sensor networks). An appropriate alternative is cooperative localization, where agent nodes determine the range between each other and use this information to enhance localization, in particular in those areas that are not covered by sufficient anchors [15]–[17]. In Fig. 1, for example, since each agent is in the transmission range of only two anchors, neither agent

1 In centralized networks, the positions of agents can be achieved by a central server, while in the distributed networks, the agents have to perform location inference by themselves.
can trilaterate its position based only on the information from its neighboring anchors. However, cooperation enables both agents to be localized.

Generally, network localization consists of two highly inter-related operations: location inference and resource control. The former performs inference algorithms to determine the positions of agents using range measurements, while the latter performs allocation of the resources for the range measurements [18]. The positions of agents obtained in the former operation provide priori knowledge for the resource allocation, namely power and bandwidth, those are subject to constraints, among the nodes. It is thus important to use those resources in the most efficient way, that determines the accuracy of agents’ position estimates.

**B. Related Work**

In [19] and [20], the fundamental limits of cooperative wideband localization have been derived in terms of squared position error bound (SPEB) based on the equivalent Fisher information matrix (EFIM). It was shown that the localization accuracy is affected, inter alia, by network topology, propagation channel conditions, signal waveforms, transmit power, etc. Since network topology and channel conditions are usually determined by external circumstances, joint power and bandwidth allocation (JPBA) among wireless nodes (both agents and anchors) is the key tool for resource-restricted system design.

Some work has been carried out on power allocation optimization in localization and radar systems, most of which are non-cooperative scenarios. In [21], a cognitive radar network system for multiple target tracking is proposed. Optimal antenna scheduling and power allocation schemes are discussed. A greedy algorithm is applied for adaptive antenna selection and power optimization, which is similar to the optimal anchor selection problem in non-cooperative localization scenarios. In [22], SPEB is considered as the objective function, by which the power optimization problem is formulated as a semidefinite programming (SDP) problem. In [23], the Cramer-Rao lower bound (CRLB) is used as a performance metric. Two different energy efficient strategies are proposed for target localization. Since the problems are nonconvex, proper approximation methods are proposed. The authors in [24] focus on sparsity of optimal power distribution among anchors. The minimum number of anchors required for single agent localization is thus derived and proved. Some similar work is carried out in distributed multiple radar applications, which can be equivalently regarded as passive localization. Energy efficient and robust power allocation strategies in active localization networks are considered in [25]. On the other hand, rather limited work can be found in the cooperative localization scenario. The authors in [26] also use SDP to solve power allocation problems in RSS-based cooperative localization networks. Low complexity distributed power allocation strategies in cooperative networks are given in [24].

Besides the power allocation, bandwidth allocation is also an important issue for two reasons. First, in pure power allocation strategies, an ideal medium access control (MAC) protocol is required for network design. In [22], each anchor is assumed to perform the transmission over the whole bandwidth. If there are not enough time slots for each transmission (e.g., in most real-time target tracking applications), multiple nodes will have to perform measurements simultaneously. Therefore, appropriate bandwidth allocation strategies to avoid interference are necessary. Second, proper bandwidth allocation also has an important effect on the localization accuracy, especially for the TOA-based ranging and localization techniques. However, to the best of the authors’ knowledge, limited work can be found on the bandwidth allocation in localization networks. The only related work is [27], in which the authors focus on power and bandwidth joint optimization in multiple input and multiple output (MIMO) radar systems. This is in contrast to bandwidth optimization in communications networks, where considerable work has been done, see [28] and references therein.

Another important issue is that most existing work on resource allocation described above is carried out in synchronous localization networks, which is often impractical for distributed applications. Rather limited work is performed in asynchronous networks, which leads to quite different problem formulations, especially under cooperative conditions.

**C. Main Contributions**

As shown in Fig. 2, this paper focuses on the second operation, aiming to optimize the joint power and bandwidth allocation among the resource-restricted nodes in centralized TOA-based cooperative localization networks. The main contributions of this paper are as follows.

- We formulate general optimal cooperative JPBA frameworks that exploit the structure of EFIM for both synchronous and asynchronous networks.
- We propose an iterative linearization-based algorithm to solve the nonconvex JPBA problems. This algorithm is computationally efficient and able to find near optimal solutions in the investigated cases. Compared to a pure power allocation strategy, JPBA is superior in both accuracy and energy efficiency.
- We quantify the accuracy performance of various JPBA strategies. Optimal resource allocation solutions among
the network are also studied. Proper cooperation rules (optimal and efficient) can be drawn based on the proposed framework and special constraints.

Notations: We use lowercase and uppercase bold symbols to denote vectors and matrices, respectively. The operation tr$(\mathbf{A})$ denotes the trace of matrix $\mathbf{A}$; the superscripts $(\cdot)^T$ and $|| \cdot ||$ denote the transpose and Euclidean norm of its argument, $\nabla_{\theta}$ denotes the gradient of $\theta$, respectively. We use calligraphic symbols, e.g., $\mathcal{N}$ to denote sets, and $\bar{x}$ to denote averaging $x$.

II. SYSTEM MODEL

A. Network Settings

Consider a 2-D location-aware network consisting of $N_a$ agents and $N_b$ anchors with known positions. Agents are able to determine their positions through TOA measurements both with anchors and other cooperative agents. The sets of agents and anchors are represented by $N_a = \{1, 2, \ldots, N_a\}$ and $N_b = \{N_a+1, N_a+2, \ldots, N_a+N_b\}$, respectively. The position of node $k$ is denoted by $\mathbf{p}_k = [x_k, y_k]^T$, $k \in N_a \cup N_b$. The distance between node $k$ and $j$ is the $l^2$-norm of the vector from node $j$ to node $k$

$$d_{kj} = ||\mathbf{p}_k - \mathbf{p}_j||$$

and the angle from node $k$ to $j$ is given by

$$\phi_{kj} = \arctan\left(\frac{y_k - y_j}{x_k - x_j}\right).$$

Accounting for multipath propagation, the received waveform at node $j$ from node $k$ is modeled as

$$r_{kj}(t) = \sum_{l=1}^{L_{kj}} a_{kj}^{(l)} s_k(t - t_{kj}^{(l)}) + z_{kj}(t), \quad t \in [0, T_{ob})$$

where $s_k(t)$ is the transmit signal from node $k$. Waveform $s_k(t)$ is generated from a known waveform $s(t)$ (occupies the whole bandwidth $W$ with normalized energy), that filtered by the bandwidth $\omega_k$. Parameters $a_{kj}^{(l)}$ and $t_{kj}^{(l)}$ are the amplitude and delay of the $l$th path respectively, $L_{kj}$ is the number of multipath components, $z_{kj}(t)$ represents additive white Gaussian noise (AWGN) with two-side power spectral density $N_0/2$, and $[0, T_{ob})$ is the observation interval.

TOA estimation is applied for range measurements between nodes in this paper. We first consider the synchronous networks (i.e., all agents and anchors work with ideally synchronized clocks) in which one way ranging (OWR) is used for range estimation. Then in Section IV, asynchronous networks are considered, in which round trip TOA measurement is applied.

B. Position Error Bound

As defined in [20] and [29], the squared position error bound (SPEB) is derived from the equivalent Fisher information matrix (EFIM). The definition of SPEB of agent $k$ is

$$\mathbb{E}||\hat{\mathbf{p}}_k - \mathbf{p}_k||^2 \geq \mathcal{P}(\mathbf{p}_k) \triangleq \text{tr}(\mathbf{J}_e^{-1}(\mathbf{p}_k))$$

where $\mathbf{J}_e(\mathbf{p}_k)$ is the EFIM of agent $k$’s position obtained by measurements, and $\hat{\mathbf{p}}_k$ is an estimate of position $\mathbf{p}_k$.

It has been shown in [20] that the network EFIM of $N_a$ agents in a cooperative localization network can be written as a $2N_a \times 2N_a$ matrix,

$$\mathbf{J}_e^i = \begin{bmatrix} \mathbf{J}_{11} & \cdots & \mathbf{J}_{1N_a} \\ \vdots & \ddots & \vdots \\ \mathbf{J}_{N_a1} & \cdots & \mathbf{J}_{N_aN_a} \end{bmatrix}$$

where

$$\mathbf{J}_{ij} = \begin{cases} \mathbf{J}_e^i(\mathbf{p}_i) + \sum_{k \neq i} C_{i,k} & i = j \\ -C_{i,j} & i \neq j. \end{cases}$$

The total SPEB of all agents (termed global SPEB in this paper) can thus be obtained as

$$\sum_{k=1}^{N_a} \mathcal{P}(\mathbf{p}_k) \triangleq \text{tr}(\mathbf{J}_e^{-1}).$$

In (6), $\mathbf{J}_e^i(\mathbf{p}_k)$ and $C_{kj}$ are the ranging information (RI) of agent $k$ obtained from all $N_b$ anchors and agent $j$, respectively, expressed as

$$\mathbf{J}_e^i(\mathbf{p}_k) = \sum_{j \in N_b} \lambda_{kj} q_{kj} q_{kj}^T$$

and

$$C_{kj} = C_{jk} = (\lambda_{kj} q_{kj} q_{kj}^T)$$

where $q_{kj} = [\cos(\phi_{kj}), \sin(\phi_{kj})]^T$, and $\lambda_{kj}$ is termed “range information intensity (RII)”, which is defined as the inverse of the bound for squared ranging error [29]. Non-cooperative localization networks can be treated as a special case of cooperative ones with $C_{ij} = 0$ in (6).

SPEB characterizes the fundamental limit of localization accuracy, and provides valuable performance benchmarks and insights to the system design. Furthermore, SPEB is a tight bound (achievable) in high SNR regimes. So we choose SPEB as the performance metric for location-aware networks in our work.

III. OPTIMAL JPBA IN SYNCHRONOUS NETWORKS

In this section, we start with the optimal JPBA problem in synchronous cooperative localization networks, where all agents and anchors work with perfectly synchronized clocks.

A. Range Information Intensity

Based on the definition of SPEB, RII plays an important role in localization accuracy problems. In synchronous networks, range information between node $k$ and $j$ can be obtained by OWR

$$\hat{d}_{kj} = c \Delta t$$

where $c$ is the speed of light in free space, and $\Delta t$ is the TOA measurement results.

Proposition 1: The RII in synchronous networks using OWR can be represented as

$$\hat{\lambda}_{kj} = \hat{\xi}_{kj} \frac{P_k \beta_k^2}{d_{kj}^q}$$

where $\hat{\xi}_{kj}$ is called ranging channel gain (RCG) between node $k$ and $j$, $\hat{\xi}$ indicates the pathloss coefficient, and $P_k$ and $\beta_k$ are
normalized power and effective bandwidth allocated to node $k$ during measurements.

**Proof:** See the Appendix.

**Remark 1:** We consider the modulated communications systems in this paper, where the carrier phase information is not exploited for TOA estimation [30]. In such a case, the effective bandwidth is equivalent (or proportional) to the real signal bandwidth if the baseband signal waveform is suitably chosen (e.g., sinc-shaped pulses). Nevertheless, when fully coherent reception is applied, the contribution of carrier information is another major factor to be considered for TOA estimation [31].

According to Proposition 1, global SPEB in (7) can be represented as the function of normalized power and bandwidth allocation, which are the main resources to be optimized.

### B. Single Time Slot JPBA Formulation

We first consider only one time slot available for localization in the network, which implies that all measurements have to be performed simultaneously. Global SPEB is considered as the objective function to be minimized. Normalized power and bandwidth allocation solutions among all nodes to be optimized can be represented as $(N_a + N_b) \times 1$ vectors,

$$
P = [P_1, P_2, \ldots, P_{N_a+N_b}]^T, \quad \beta = [\beta_1, \beta_2, \ldots, \beta_{N_a+N_b}]^T. \tag{12}
$$

The problem can be formulated as

$$
\mathcal{P}_S^1: \min \sum_{k \in N_a} \mathcal{P}(p_k; \{P_t, \beta_t\}) \tag{13}
$$

s.t. $0 \leq P_t \leq P_0$ and $0 \leq \beta_t \leq B_0 \tag{14}$

$$
\sum_{i \in N_a \cup N_b} P_i \leq P_{\text{total}} \tag{15}
$$

$$
\sum_{i \in N_a \cup N_b} \beta_i \leq B_{\text{total}}. \tag{16}
$$

Constraint (14) shows that each node has an upper limit on transmission bandwidth $B_0$ and peak power constraint $P_0$ due to the hardware design. Constraint (15) gives the upper bound of total power ($P_{\text{total}}$). This constraint is derived from the interference point of view, which reflects the amount of overall interference transmitted. Constraint (16) is added to avoid frequency overlaps among different nodes. All nodes are assumed to work on the same carrier frequency, which implies $B_{\text{total}} = B_0$ in this formulation.

Note that, SPEB is essentially determined by many network parameters which are unknown, such as the positions of agents and channel properties. In this paper, we assume all related parameters are known beforehand. So $\mathcal{P}_S^1$ and problems formulated later are called “optimal” JPBA problems, by which the performance benchmarks can be obtained. However, in realistic location aware networks, we need to obtain these parameters first. For example, the channel parameters can be obtained by various types of maximum-likelihood estimators [32] or sparse estimation algorithms [33]. Due to the uncertainties of these network parameters, the “robust” JPBA frameworks (based on the “optimal” ones) are thus required to handle this issue in the future. Some related solutions can be found in [31] and [34].

### C. Multiple Time Slots JPBA Formulation

The single time slot framework can be easily extended to the multiple time slots scenario, which is a static network scheduling optimization problem. If there are $N_t$ time slots available, the resource allocation solutions will extend to $(N_a + N_b) \times N_t$ matrices instead of vectors in (12). The set of time slots is represented by $N_t = \{1, 2, \ldots, N_t\}$. Power and bandwidth of node $i$ at time slot $t$ are denoted by $P_{i,t}$ and $\beta_{i,t}$, respectively. Compared to the single slot scenario, the peak and total power constraints are similar, and are rewritten as

$$
0 \leq P_{i,t} \leq P_0 \tag{17}
$$

$$
\sum_{t=1}^{N_t} P_{i,t} \leq P_{\text{total}}. \tag{18}
$$

Bandwidth allocation is different the single-slot scenario. An extra constraint on total bandwidth available is required, which is $B_{\text{total}} = N_t B_0$. In each time slot, the related bandwidth constraints are the same as problem $\mathcal{P}_S^1$. Bandwidth constraints are summarized as follows

$$
0 \leq \beta_{i,t} \leq B_0 \quad \forall i, t \tag{19}
$$

$$
\sum_{i=1}^{N_a+N_b} \beta_{i,t} \leq N_t B_0 \quad \forall t \tag{20}
$$

$$
\sum_{i=1}^{N_a+N_b} \beta_{i,t} \leq N_t B_0. \tag{21}
$$

Therefore, the problem formulation for multiple time slots is

$$
\mathcal{P}_S^2: \min \sum_{k \in N_a} \mathcal{P}(p_k; \{P_{i,t}, \beta_{i,t}\}) \tag{22}
$$

s.t. (17) – (21).

### D. Different JPBA Schemes

To simplify the notation, $P_{\text{anchor}}$, $B_{\text{anchor}}$, $P_{\text{agent}}$ and $B_{\text{agent}}$ are henceforth used to represent the sum of power and bandwidth resources for anchors and agents, respectively

$$
\sum_{i=1}^{N_t} \sum_{k=1}^{N_a} P_{k,t} = P_{\text{agent}}, \quad \sum_{i=1}^{N_t} \sum_{k=1}^{N_b} \beta_{k,t} = B_{\text{agent}}. \tag{23}
$$

$$
\sum_{j=1}^{N_t} \sum_{i=1}^{N_a} P_{j,t} = P_{\text{anchor}}, \quad \sum_{j=1}^{N_t} \sum_{i=1}^{N_b} \beta_{j,t} = B_{\text{anchor}}. \tag{24}
$$

The single slot scenario is treated as a special case with $N_t = 1$. Constraints in $\mathcal{P}_S^1$ and $\mathcal{P}_S^2$ can be rewritten as

$$
P_{\text{anchor}} + P_{\text{agent}} \leq P_{\text{total}} \tag{25}
$$

$$
B_{\text{anchor}} + B_{\text{agent}} \leq B_{\text{total}} \tag{26}
$$

$$
0 \leq P_{k,t} \leq P_0, \ 0 \leq \beta_{k,t} \leq B_0 \tag{27}
$$

The problem can be formulated as

$$
\mathcal{P}_S: \min \sum_{k \in N_a} \mathcal{P}(p_k; \{P_{k,t}, \beta_{k,t}\}) \tag{28}
$$

s.t. (17) – (21).
which is named as a fully flexible (FF) allocation scheme in this paper.

Based on the constraints in the FF scheme, four more allocation schemes may be attained by introducing extra constraints.

- Power flexible scheme (PF). In PF, besides the global constraints (22) - (24), a constraint on the bandwidth allocation on $B_{\text{anchor}}$ and $B_{\text{agent}}$ is given, i.e.,
  \[ B_{\text{anchor}} = B_{\text{agent}} = \frac{1}{2} B_{\text{total}}. \]  
  (25)
- Bandwidth flexible scheme (BF). Similar to PF, an extra constraint on power allocation is added.
  \[ P_{\text{anchor}} = P_{\text{agent}} = \frac{1}{2} P_{\text{total}}. \]  
  (26)
- Equally allocation scheme (EA). Both constraints on power and bandwidth (25) - (26) are added.
- Purely uniform allocation scheme (PUA). Each node is allocated the same amount of resources, i.e.,
  \[ P_i = \frac{1}{N_a + N_b} P_{\text{total}} \quad \text{and} \quad \beta_i = \frac{1}{N_a + N_b} B_{\text{total}}. \]

These schemes give different constraints on the resource allocation for further evaluation. A special case of PF is to set $B_{\text{total}} = 2 B_0$. Then measurements by anchors and agents are carried out in two individual time slots, respectively. In EA, it means that the agents’ cooperation is regarded to be as important as anchors. Since anchors usually provide higher localization accuracy due to their known positions, the scheme is less efficient. However, the extra constraints make the optimization problem much simpler to solve, as the anchor optimization and agent optimization can be performed separately. PUA is not an optimized resource allocation scheme, and is only used for performance comparison here.

IV. OPTIMAL JPBA IN ASYNCHRONOUS NETWORKS

The perfect synchronization assumption is often not fulfilled in wireless networks. We thus also consider an asynchronous scenario, where the problem formulation is different. Round trip measurements (RTM) are applied for range estimation where a minimum of two time slots is required.\(^2\) Correspondingly, the network scheduling strategy is firstly described, based on which the resource allocation problems can be formulated.

In the first time slot, measurements are initiated by agents in a broadcast way. After that, in order to fulfill the RTM, anchors and selected cooperative agents are allowed to reply in the second time slot (small time stamps are attached for different processing time $\Delta t$ for each agent). Due to the practical half-duplex transceivers, agents are permitted to simultaneously transmit and receive signals only on different frequency bands. Therefore, range information not only between the agent and anchors, but also among different agents can be achieved.

\(^2\)Timing accuracy required for ranging is extremely high (on the order of nanoseconds). However, time slots division (on the millisecond order) can be easily achieved by existing synchronization methods in communications networks. However, they are still treated as asynchronous networks for ranging and localization.

A. Asynchronous RII

As shown in Fig. 3, in asynchronous networks, range information between node $k$ and $j$ can be obtained by round trip measurements,
\[ \tilde{d} = \frac{c}{2} \{ (\tilde{t}_3 - t_0) - (t_2 - \tilde{t}_1) \} \]  
(27)
where $\tilde{t}_3$ and $\tilde{t}_1$ are TOA estimation results by node $k$ and $j$. Therefore, the error variance of $\tilde{d}$ can be obtained by
\[ \sigma^2_{\tilde{d}} = \frac{c^2}{4} (\sigma^2_{\tilde{t}_3} + \sigma^2_{\tilde{t}_1}) = 4 \left( \frac{1}{\lambda_{kj}} + \frac{1}{\lambda_{kj}} \right) \]  
(28)
where $\lambda_{kj}$ is RII by OWR from node $k$ to node $j$ defined in (11).

Since the measurement on link $k$ to $j$ is symmetric, we have $\tilde{\xi}_{kj} = \tilde{\xi}_{jk}$ and $\tilde{d}_{kj} = \tilde{d}_{jk}$. Asynchronous RII ($\tilde{\xi}_{kj}$) of RTM in (28) can thus be rewritten as
\[ \tilde{\lambda}_{kj} = \frac{1}{\sigma^2_{\tilde{d}}} = \tilde{\xi}_{kj} \frac{4 P_{\text{ij},1} \beta_{k,1}^2 P_{\text{ij},2} \beta_{k,2}^2}{d_{kj}^2 (P_{\text{ij},1} \beta_{k,1}^2 + P_{\text{ij},2} \beta_{k,2}^2)}. \]  
(29)

B. Optimal JPBA Formulation in Different Schemes

If there are only the minimally required two time slots available, i.e., $N_t = \{1, 2\}$, all nodes are generally allowed to transmit signals in both time slots. Similar to the synchronous scenario, the individual and interference constraints still hold in this section, i.e.,

- Individual constraints. Each node has an upper limit on transmission bandwidth $B_0$ and peak power $P_0$.
  \[ \beta_{i,t} \leq B_0 \quad \text{and} \quad P_{i,t} \leq P_0, \quad i \in N_a \cup N_b, \quad t \in N_t, \]  
  (30)

- Interference constraints. In each time slot, in order to avoid interferences to the receivers, transmission bands from all nodes are not allowed overlap.
  \[ \sum_{j=1}^{N_h} \beta_{j,1} + \sum_{k=1}^{N_i} \beta_{k,1} \leq B_0 \]  
  (31)
  \[ \sum_{j=1}^{N_h} \beta_{j,2} + \sum_{k=1}^{N_i} \beta_{k,2} \leq B_0. \]  
  (32)

- Global power constraints. Two different schemes are considered here. For non-power flexible (NPF) scheme, agents and anchors have their own total power constraints ($P_{\text{agent}}$ and $P_{\text{anchor}}$) respectively. On the other hand, there
is only one total power constraint ($P_{\text{total}}$) in the power flexible (PF) scheme. Therefore, in NPF, the total power constraints should be

$$\sum_{t=1}^{2} \sum_{j=1}^{N_{b}} P_{j,t} \leq \bar{P}_{\text{agent}}$$

(33)

$$\sum_{t=1}^{2} \sum_{j=1}^{N_{b}} P_{j,t} \leq \bar{P}_{\text{anchor}}.$$  

(34)

In the PF scheme, the global power constraints should be

$$\sum_{t=1}^{2} \sum_{j=1}^{N_{b}} P_{j,t} + \sum_{t=1}^{2} \sum_{j=1}^{N_{a}} P_{j,t} \leq P_{\text{total}}.$$  

(35)

Based on the presented scheduling strategy, the asynchronous optimal JPBA problem modeling can thus be simplified, i.e., agents are allowed to transmit in both time slots, while anchors are only active in the second time slot, i.e.,

$$P_{j,1} = \beta_{j,1} = 0, \quad j \in N_{b}.$$  

(36)

A special case of the non-cooperative localization is realized by setting following constraints

$$P_{j,1} = \beta_{j,1} = 0, \quad j \in N_{b}$$  

(37)

$$P_{k,2} = \beta_{k,2} = 0, \quad k \in N_{a}.$$  

(38)

Global SPEB is still applied as the objective function. The cooperative JPBA problem in PF schemes is formulated as

$$\mathcal{P}_{A}^{1}: \min_{\mathcal{P}(p_{k}, \{P_{i,t}, \beta_{i,t}\})} \sum_{k \in N_{a}} \mathcal{P}(p_{k}, \{P_{i,t}, \beta_{i,t}\})$$

s.t. $$(30) - (32), (35), (36).$$

The NPF problem $\mathcal{P}_{A}^{2}$ can be obtained by replacing (35) with (33) and (34) in $\mathcal{P}_{A}^{1}$. Similarly, the counterparts in the non-cooperative scenario can be further obtained by replacing constraint (36) with (37) and (38) in $\mathcal{P}_{A}^{1}$ and $\mathcal{P}_{A}^{2}$.

Unfortunately, the JPBA problem with multiple time slots ($N_{t} > 2$) in asynchronous localization networks is complicated, and essentially NP-hard. Unlike the synchronous scenario, there does not exist a general optimal scheduling strategy. Some preliminary works can be found in [35] and [36]. This problem will be addressed in our future work.

V. OPTIMIZATION ALGORITHMS

A. A Trust Region Framework for Nonconvex Approximation

Although the constraints in all problems above are affine, JPBA optimizations in synchronous and asynchronous networks ($\mathcal{P}_{S}$ and $\mathcal{P}_{A}$) are both nonconvex due to the objective functions. We have to depend on techniques designed for nonconvex optimization which do not lead to the global optimal solution in most cases [37]. A reliable and robust framework for nonconvex approximation is called Trust Region, by which the original problem is approximated and solved with a sequence of convex problems. The trust region algorithms can even be applied to ill-conditioned problems, and proved to have very strong convergence properties [38]–[40].

The key idea of the trust region framework is that, the approximate model is only “trusted” in a region near the current iterate. For example, at the $m$th iteration, the nonconvex function $f(\theta)$ is approximated as

$$f(\theta^{(m)}) = \tilde{f}(\theta^{(m)})$$

$$||\theta^{(m)} - \theta^{(m-1)}|| \leq \bar{R}(m)$$  

(39)

where $\tilde{f}(\theta)$ is the convex approximation, and $\theta^{(m-1)}$ is the solution obtained in the $m-1$th iteration, which is applied as the starting point in the next iteration. Parameter $\bar{R}(m)$ is the trust region radius at current iteration, which is usually determined by the $\ell$-2 norm.

In trust region algorithms, one important issue is to decide the trust region trial step and whether a trial step should be accepted. The predicted reduction $P_{\text{red}}^{(m)}$ and actual reduction $A_{\text{red}}^{(m)}$ at $m$th iteration are defined respectively

$$P_{\text{red}}^{(m)} = |\tilde{f}(\theta^{(m)}) - \tilde{f}(\theta^{(m-1)})|$$

$$A_{\text{red}}^{(m)} = |f(\theta^{(m)}) - f(\theta^{(m-1)})|.$$  

(40)

The ratio between $P_{\text{red}}^{(m)}$ and $A_{\text{red}}^{(m)}$ is defined as

$$\mu^{(m)} = \frac{P_{\text{red}}^{(m)}}{A_{\text{red}}^{(m)}}.$$  

(41)

By comparing to a preset threshold, $\mu^{(m)}$ is applied to decide whether the trial step is acceptable and to adjust the new trust region radius. Generally speaking, if $\mu^{(m)}$ indicates that the approximate model fits the original problem well, the trust region can be enlarged. Otherwise, the trust region should be reduced. More details about the trust region frameworks can be found in [38], [40], and references therein.

B. Taylor Linearization Method

In this section, a Taylor linearization (TL) approximation method based on the trust region framework is presented to solve the asynchronous JPBA problems. Synchronous problems ($\mathcal{P}_{S}$ and $\mathcal{P}_{A}$) can be treated as special cases and solved accordingly.

In $\mathcal{P}_{A}^{1}$ and $\mathcal{P}_{A}^{2}$, only the objective functions are nonconvex due to the asynchronous RII ($\lambda_{kj}$) in (29). According to the trust region framework, we perform Taylor linearization on $\lambda_{kj}$ around a certain expansion point, and then $\lambda_{kj}$ can be rewritten as (41), shown at the bottom of this page, combined with two trust region constraints

$$||P - P^{(m-1)}|| = ||\Delta P|| \leq \bar{R}_{P}^{(m)}$$

$$||\beta - \beta^{(m-1)}|| = ||\Delta \beta|| \leq \bar{R}_{\beta}^{(m)}.$$  

(42)

(43)

3Here we take the PF scheme for example, while NPF can be treated as a special case of PF.
Algorithm 1: A TL-Based Iterative Approximate Algorithm

1: Starting point selection. $P = \mathbf{P}^{(0)}$, $\beta = \beta^{(0)}$, $m = 0$.
2: while convergence not satisfied
3: Solve the problem $\mathcal{P}_A^3$. Output: $\Delta P$ and $\Delta \beta$.
4: Solution update: $\mathbf{P}^{(m+1)}$ and $\beta^{(m+1)}$ according to $\mu^{(m)}$.
   if $\mu^{(m)} < \mu_1$
   $\mathbf{P}^{(m+1)} = \mathbf{P}^{(m)}$, $\beta^{(m+1)} = \beta^{(m)}$
   else
   $\mathbf{P}^{(m+1)} = \mathbf{P}^{(m)} + \Delta \mathbf{P}$, $\beta^{(m+1)} = \beta^{(m)} + \Delta \beta$
end
5: Trust region radius update.
   if $\mu^{(m)} < \mu_1$
   $R_{\mathbf{P}}^{(m+1)} = c_1||\Delta \mathbf{P}||$, $R_{\beta}^{(m+1)} = c_1||\Delta \beta||$
   else if $\mu^{(m)} > \mu_2$
   $R_{\mathbf{P}}^{(m+1)} = \min\{c_2R^{(m)}_{\mathbf{P}}, R_{\mathbf{P}}^\star\}$,
   $R_{\beta}^{(m+1)} = \min\{c_2R^{(m)}_{\beta}, R_{\beta}^\star\}$
   else
   $R_{\mathbf{P}}^{(m+1)} = ||\Delta \mathbf{P}||$, $R_{\beta}^{(m+1)} = ||\Delta \beta||$
end
6: Convergence checking. $m = m + 1$.
7: end
8: Output: Optimal $P$ and $\beta$. Minimized SPEB.

By inserting $\tilde{\lambda}_{kj}^{TL}$ into (8) and (9), an approximate SPEB $\mathcal{P}_A^{3}$ under Taylor linearization is attained.

Regarding the PF-JPBA problem $\mathcal{P}_A^1$, an alternative form by Taylor linearization is

$$\mathcal{P}_A^1: \min \sum_{k\in\mathcal{N}_a} \mathcal{g}^{TL}(\mathbf{p}_k, [\Delta \mathbf{P}, \Delta \beta])$$

s.t. $$(30) - (32), (35) - (36), (42) - (43).$$

Proposition 2: Problem $\mathcal{P}_A^3$ is convex in $\Delta \mathbf{P}$ and $\Delta \beta$.

Proof: The constraints in $\mathcal{P}_A^3$ are affine, only the convexity of objective function is required here. Based on the rules of convex analysis, the convexity is closed under composition with an affine mapping [37]. Since the function $\mathcal{g}(\mathbf{X}^{-1})$ is convex when $\mathbf{X} > 0$, and $\mathbf{II}(\tilde{\lambda}_{kj}^{TL}(\mathbf{P}, \beta))$ is joint affine in $\Delta \mathbf{P}$ and $\Delta \beta$ after Taylor linearization, problem $\mathcal{P}_A^3$ is thus proved convex.

According to the trust region framework, the trust radius and solutions are updated in an adaptive way based on the predictive quality ($\mu^{(m)}$) after $m$th iteration.

- If the approximate model ($\mathcal{g}^{TL}$) predicts the actual improvement well, or if there is even more improvement, we increase the radius $R^{(m)}$ and allow a longer step at the next iteration.
- If the model does a bad job in predicting, we decrease the size of the trust region in the next iteration, and recalculate $\Delta \theta$. Repeat this iteration step with the updated smaller trust region.
- Finally, if the model does an acceptable job of predicting the improvement in $\mathcal{P}$, we keep the size of the trust region.

An iterative approximation algorithm based on Taylor linearization is given in Algorithm 1. Since the JPBA problems are essentially nonconvex, only local convergence can be guaranteed. Therefore, we can run the approximation algorithm from multiple initial points and take the best result as the final solution [41]. At step 1 of Algorithm 1, two different starting points are thus considered in Algorithm 1.

1) Starting point 1 provides uniform allocation to the anchor nodes, while not providing any power to the agent nodes.
2) Starting point 2 provides an equal amount of resources to all anchor and agent nodes.

We choose positive constants $\mu_1 < \mu_2 < 1$ and $c_1 < 1$, $c_2 > 1$. Usually $\mu_1$ is small positive to keep any computed “good” points. Typically values for $\mu_1$ and $\mu_2$ are $\mu_1 = 0.10$ and $\mu_2 = 0.75$ [39]. $R_{\mathbf{P}}^\star$ and $R_{\beta}^\star$ are the preset trust radius upper bounds of power and bandwidth, respectively.

In step 6, if the relative difference between SPEB achieved in the previous and current steps is small enough (compared to a preset threshold $\epsilon$), the iteration ends.

C. Accuracy Evaluations of TL

Since the optimal JPBA problems are essentially nonconvex, the accuracy of the approximate algorithm is evaluated by comparisons to a (time consuming) brute force search. We first perform uniform JPBA among anchors. Optimal JPBA among agents are then achieved by TL and brute force respectively. Note that the solution might be inferior to the solution of the FF scheme; we present this example here purely to evaluate the accuracy of our solution methods.

Note that the global optimum cannot be guaranteed by TL. But it can be seen from Fig. 4 that, the accuracy achieved by TL is close to the brute force method. On the other hand, TL is much more computationally efficient, which makes it an appropriate option to optimal JPBA problems in both synchronous and asynchronous localization networks.

VI. NUMERICAL RESULTS

A. Network Settings

In this section, we present numerical examples for the localization performance based on the proposed JPBA schemes. A typical ranging scenario using impulse radio UWB signals (CM1 in IEEE 802.15.4a channel model [42]) is considered to
make the results more intuitive. A 2ns duration Gaussian pulse occupying 3.1-3.6GHz spectrum is used as the transmit waveform. The amplitude fading $\phi$ is normalized here. An average RCG between two nodes can be obtained based on the practical parameters in Table I as $\xi \approx 152.3$dB by (11). After that, global power ($P_{\text{total}}$) and bandwidth ($B_{\text{total}}$) constraints are normalized. Peak power and bandwidth constraints on each node are $P_0 = 0.4$, $B_0 = 1$ respectively. The path loss and shadowing are considered as the channel gains. Path loss coefficient is set as $\varrho = 2$. TL approach is applied to solve the JPBA problems, in which the two starting points described in Section V-B are investigated. The SPEB convergence rule is applied and the threshold for checking is $\epsilon = 10^{-3}$. The trust region upper bound is set as 0.5 for both $R^*_{\varrho}$ and $R^*_{\varrho}$. $\mu_1 = 0.10$ and $\mu_2 = 0.75$, $c_1 = 0.5$, $c_2 = 1.5$. In synchronous networks, both single and multiple time slots scenarios are considered, while only the two time slot scenario is evaluated in asynchronous networks, as discussed before.

A dense network example is shown in Fig. 5. There are $N_0 = 4$ prelocated anchors and $N_a$ agents distributed in a square region, i.e., $U([0, 10] \times [0, 10])$. Adding agents increases the node density. It is widely recognized (see, e.g., [30]) that a good anchor deployment (AP) is on the vertices of a convex hull of the agent postions, to minimize errors. However, note that practical constraints may prevent such a placement. Thus, investigating the effect of AP on global accuracy and agents cooperation is important. For this purpose, we henceforth investigate two different APs shown in Fig. 5, and simply called “good” and “bad” AP.

**B. Synchronous Networks**

1) **Single Time Slot Scenario:** We first consider the synchronous scenario with “good” AP in Fig. 5. All five cooperative JPBA schemes proposed in Section III-D are implemented and evaluated for their accuracy. It can be seen that

- Total errors of all schemes increase with the number of agents. The main reason for that is the constraints on total power and bandwidth. Similar results are drawn in the non-cooperative scenario with optimal power allocation schemes [22].
- As we predicted in Section III, PUA is the simplest but least efficient scheme, since there is no optimization among resources.
- Compared among the four schemes other than PUA, FF performs best while EA is the worst. This is intuitive, since under constraint for the total resources, more flexibility offers better performance. The power and bandwidth resources can be automatically concentrated in the most helpful nodes, especially when there are no external constraints on it.
- We furthermore observe that BF outperforms PF. The reason is that EFIMs are affected by the square of the bandwidth, $P_j \beta^2_j$, and so bandwidth plays a more important role for the overall accuracy. Another reason is that, there exists an additional peak power constraint ($P_0 < P_{\text{total}}$), which makes the PF scheme actually not completely flexible for power allocation.

Note that the errors shown here, which are in the sub-millimeter range, might not be easy to achieve in practice (similar to [43]). They are predicated on the ideal assumption that full channel state information is obtained, perfect sampling and quantization processing is attained, etc. Evaluations with practical algorithms using measured channel impulse responses (e.g., [44]) show errors that can be orders of magnitude larger. Nevertheless, the optimization frameworks in this paper still hold. Meaningful performance benchmarks and optimal cooperation strategies are provided thereby.

The gain obtained from agents’ cooperation is another important issue. In Fig. 6(a), it is obvious that cooperation among agents is able to improve the accuracy in all schemes, but by different amounts. Cooperation is of great help to the performance in PF, when $B_{\text{anchor}}$ is tightly restricted. On the other hand, cooperation gain in FF is quite limited. It means that, when anchors are properly deployed, the performance of non-cooperative localization in FF is close to the optimal solutions, while there is much a larger space for improvement for PF.

In the second scenario, cooperative JPBA solutions with shadowing and bad AP are studied. We use here a simplified shadowing model such that the SNR will decrease by 10 dB in case of a blockage between transmitter and receiver; the probability for such a blockage is $P_{\text{shadowing}} = 0.5$. Due to the space restrictions, only FF is considered here. As shown in Fig. 6(b), it is observed that, when anchors are poorly deployed, cooperation plays a much more important role than in “good” AP scenarios, which agrees well with intuition. It is also obvious that “bad” AP leads to much larger localization errors; yet cooperation among agents will be able to mitigate the error effectively. Similarly, shadowing is an important factor that affects the performance. When anchors are severely blocked, they provide degraded ranging information to the

<table>
<thead>
<tr>
<th>$W$ (MHz)</th>
<th>$\nu$ (m)</th>
<th>$\gamma_{\text{mp}}$</th>
<th>$R^*_{\varrho}$</th>
<th>Power spectral density</th>
<th>$N_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.1</td>
<td>0.2</td>
<td>0.32</td>
<td>-41.3 (dBm/2MHz)</td>
<td>-174</td>
</tr>
</tbody>
</table>

Fig. 5. The location-aware network consisting four anchors and multiple agents, where anchors are deployed in two different ways.

**TABLE I**

**TYPICAL PARAMETERS IN UWB RANGING**

- **Agent cooperation** is important. For this purpose, we henceforth investigate two different APs shown in Fig. 5, and simply called “good” and “bad” AP.

- **Compared among the four schemes other than PUA, FF performs best while EA is the worst.** This is intuitive, since under constraint for the total resources, more flexibility offers better performance. The power and bandwidth resources can be automatically concentrated in the most helpful nodes, especially when there are no external constraints on it.

- **We furthermore observe that BF outperforms PF.** The reason is that EFIMs are affected by the square of the bandwidth, $P_j \beta^2_j$, and so bandwidth plays a more important role for the overall accuracy. Another reason is that, there exists an additional peak power constraint ($P_0 < P_{\text{total}}$), which makes the PF scheme actually not completely flexible for power allocation.

Note that the errors shown here, which are in the sub-millimeter range, might not be easy to achieve in practice (similar to [43]). They are predicated on the ideal assumption that full channel state information is obtained, perfect sampling and quantization processing is attained, etc. Evaluations with practical algorithms using measured channel impulse responses (e.g., [44]) show errors that can be orders of magnitude larger. Nevertheless, the optimization frameworks in this paper still hold. Meaningful performance benchmarks and optimal cooperation strategies are provided thereby.

**The gain obtained from agents’ cooperation is another important issue.** In Fig. 6(a), it is obvious that cooperation among agents is able to improve the accuracy in all schemes, but by different amounts. Cooperation is of great help to the performance in PF, when $B_{\text{anchor}}$ is tightly restricted. On the other hand, cooperation gain in FF is quite limited. It means that, when anchors are properly deployed, the performance of non-cooperative localization in FF is close to the optimal solutions, while there is much a larger space for improvement for PF.

**In the second scenario, cooperative JPBA solutions with shadowing and bad AP are studied.** We use here a simplified shadowing model such that the SNR will decrease by 10 dB in case of a blockage between transmitter and receiver; the probability for such a blockage is $P_{\text{shadowing}} = 0.5$. Due to the space restrictions, only FF is considered here. As shown in Fig. 6(b), it is observed that, when anchors are poorly deployed, cooperation plays a much more important role than in “good” AP scenarios, which agrees well with intuition. It is also obvious that “bad” AP leads to much larger localization errors; yet cooperation among agents will be able to mitigate the error effectively. Similarly, shadowing is an important factor that affects the performance. When anchors are severely blocked, they provide degraded ranging information to the
agents and hence agent’s cooperation plays a more important role in localization.

2) Multiple Time Slots Scenario: In this part, FF-JPBA with multiple time slots available are studied, where two and four agents are considered for localization performance evaluation. As shown in Fig. 7, accuracy becomes better with more time slots, which agrees with the previous analysis. However, when the number of time slots is more than 3, it shows that the accuracy remains at a certain level. The reason is that, although there are still lot of bandwidth resources available, power resources for measurements have been used up. It is equivalent to the pure power allocation strategy when \( N_t \) is large enough for each node to perform individual measurements.

C. Asynchronous Networks

In this section, the accuracy solutions in asynchronous networks with different schemes are studied. Both PF and NPF schemes are evaluated in Fig. 8(a). Shadowing effects and different channel conditions and APs are considered in Fig. 8(b). From the numerical results, it can be concluded that,

- Similar to the synchronous scenario, the total localization error increases with respect to the agent number.
- PF outperforms NPF in accuracy. Similar to the conclusions drawn in the synchronous scenario, more flexibility in resource allocation offers better performance.
- Channel and anchor deployment are still important factors on localization accuracy. When the anchor deployment or the channel condition is poor, cooperation among agents plays a much more important role than under ordinary conditions.
D. Discussions on Accuracy and Scaling Laws

In this part, we first compare the accuracy between synchronous ($N_t = 1$) and asynchronous ($N_t = 2$) networks. It can be seen from Fig. 9, even though there are two time slots available in the asynchronous localization network (i.e. $B_{\text{total}} = 2B_0$), accuracy performance in the synchronous scenario is much better.

Scaling laws for accuracy show the benefit of cooperation and synchronization in large networks. In Fig. 9, we perform least square (LS) curve fitting over the achieved results in both synchronous and asynchronous networks. It can be seen from Fig. 9(a), global SPEB scales proportional to the number of agents in synchronous networks ($\Theta_1(N_a)$), which implies the average SPEB in synchronous networks remains nearly constant when a new agent is added. The main reason is that, since we use a broadcast strategy, anchors play the main role in synchronous localization networks (which is also described in detail later in Section VI-E). New agents can generally localize themselves by the broadcasted signals from anchors without extra resources.

On the other hand, SPEB increases quadratically with respect to the number of agents, i.e., $\Theta(N_a^2)$ in Fig. 9(b). It implies that the average SPEB scales as $\Theta(N_a)$ in asynchronous networks. According to the localization strategies in Section IV, all agents and anchors are required to transmit signals. Therefore, if new agents are added, the average resources allocated to each agent decreases proportionally, which leads to a SPEB increase along with the agent number.

Note that our analysis is based on a typical dense network. If the measurement is carried out in an extended network (network area increases proportional to the number of nodes), the scaling rules are quite different since the pathloss and therefore SNR changes.

E. Resource Allocation Solutions

To analyze the resource allocation solutions, we first consider the optimal allocation ratio between anchors and agents. An auxiliary parameter is defined as

$$\zeta = \frac{P_{\text{anchor}}B_{\text{anchor}}^2}{P_{\text{anchor}}B_{\text{anchor}}^2 + P_{\text{agent}}B_{\text{agent}}^2}$$

which indicates the percentage of resources that are allocated to anchors.

Resource allocation solutions are different in synchronous and asynchronous networks due to the two ranging methods applied. As shown in Fig. 10, agents are kept quiet in synchronous non-cooperative measurements. All resources are used by the anchors, which leads to $\zeta = 1$. Fig. 10(a) shows different resource allocation solutions in synchronous networks. It suggests that when anchors are properly deployed and channel conditions are good, non-cooperative localization achieves close-to-optimum solutions. This conclusion also can be drawn from the FF solutions in Fig. 6(a) and Fig. 6(b). Therefore, most resources are recommended to be allocated to anchors. On the other hand, if anchors are poorly located and channel conditions are not so good, agents’ cooperation will be increasingly important as the agents’ number increases. Nevertheless, $\zeta$ is still suggested to be greater than 0.5. This agrees with the conclusions in [20] that anchors play the main role during localization in most cases. Another phenomenon is that, since there exists a peak power constraint $P_0 = 0.4$, $\zeta$ in PF is smaller than FF and BF.

In asynchronous networks, agents are required to perform transmission during each RTM, even if in a non-cooperative manner. Therefore, $\zeta$ will thus be much smaller than in the synchronous case. In Fig. 10(b), $\zeta \leq 0.5$ in most non-cooperative cases when $N_a > 3$. A special case of asynchronous JPBA is non-cooperative NPF, where

$$P_{\text{anchor}} = P_{\text{agent}} = 0.5, \quad B_{\text{anchor}} = B_{\text{agent}} = 1$$

and the corresponding $\zeta$ is 0.5. When cooperation among agents is carried out, $\zeta$ is nearly 0.2 smaller than the corresponding non-cooperative $\zeta$. When the agent number is relative large, $\zeta$ is even smaller than 0.1. It implies that, in optimal cooperative asynchronous networks, most of the
Fig. 10. Resource allocation solutions in different schemes. (a) Sync networks. (b) Async networks.

resources are allocated to the agents, which is different from the results drawn from the synchronous scenario.

Optimal resource distribution among agents is helpful to explain how the cooperation among agents works. Fig. 11 shows the resource allocation solutions among eight agents as an example. From Fig. 11(a), in contrast to PUA, all optimized JPBA schemes allocate the resources to the one or two most helpful agents, even in bad AP and shadowing conditions. In other words, the resource distribution among agents is extremely sparse, which is consistent with the power allocation solutions in [24].

However, the distribution of resources is different in the asynchronous networks. In Fig. 11(b), the resource allocation solutions are much more balanced than in Fig. 11(a). One main reason is that, agents must perform transmission during the RTM in both non-cooperative and cooperative localization. A uniform resource allocation strategy may be more suitable in asynchronous localization networks accordingly.

F. Moving-Agent Scenarios

In this part, we consider another typical scenario in GPS-challenged environments. As shown in Fig. 12(a), five agents enter the square area from the left side as a group. Four anchors are prelocated at the vertices of the area. Both synchronous and asynchronous measurements are considered. Optimal JPBA is performed with the movement of the group. SPEB is obtained with respect to the position of the central agent. From the results in Fig. 12(b), some conclusions can be drawn.

- Localization accuracy with synchronization achieved is much better than that in the asynchronous network, which agrees with the results in Fig. 9. In the synchronous system, SPEB achieved by cooperative methods are only slightly better than the non-cooperative ones (e.g., results on $z = -1$ and $z = 11$, etc). But in asynchronous networks, cooperation among agents is able to promote the accuracy obviously in all investigated cases.

- Since the network topology is symmetric during the agents’ movement, the solutions obtained are symmetric as well. When the agent group is far away from the anchor area, RII will be relatively small due to the pathloss, which leads to a large localization error.

- When the right two agents (1 and 2) approach the borderline (i.e., $z = -1$), anchor 1 and 2 are nearly on the same line with agents. This is problematic for localization due to the geometric deployment. Therefore, EFIM for localization is mainly provided by anchor 3 and 4, which are far away from the agent group. It leads to a SPEB
peak at $z = -1$. The reason for another SPEB peak at $z = 11$ is similar.

VII. CONCLUSION

In this paper, we formulated the optimization problems for resource allocation in cooperative localization systems, where both one-way and two-way ranging are considered. Since the optimization problems are nonconvex, we developed iterative linearization methods that provide efficient numerical solutions, and achieve near-optimal performances in the investigated case studies of simulations. From the simulation results, we can have the following important observations: (i) both bandwidth and power allocation among the nodes are important for good localization performance, where the former is more critical; (ii) cooperation among agents is especially important when anchor placement is bad, and/or severe shadowing occurs, (iii) the optimal resource allocation for one-way ranging is sparse, and (iv) for two-way ranging, the optimal resource allocation is more balanced. These algorithms developed in this paper and the insights obtained from the simulation results can facilitate the design and operation of efficient wireless localization networks.

APPENDIX

Proof of Proposition 1

In [29], the RII between node $k$ and $j$ is defined as

\[
\lambda_{kj} = \frac{8\pi^2 \tilde{\beta}_k^2}{c^2} (1 - \chi_{kj}) \text{SNR}^{(l)}_j
\]

where $\chi_{kj} \in (0, 1)$ is the path-overlap coefficient (POC) that characterizes the effect of multipath propagation for localization, $\tilde{\beta}_k$ is the real effective bandwidth of the transmitted waveform from node $k$, defined as

\[
\tilde{\beta}_k = \left( \frac{\int_{-\infty}^{\infty} f^2 |S_l(f)|^2 df}{\int_{-\infty}^{\infty} |S_l(f)|^2 df} \right)^{1/2}
\]

in which $S_l(f)$ is the spectrum of $s_l(t)$. In this paper, we assume that all channel parameters are known beforehand. So the amplitude fading $\phi_k$ on $s_k(t)$ is known thereafter. Furthermore, $\text{SNR}^{(l)}_j$ is the energy ratio between the $l$th multipath component and the noise at node $j$, i.e.,

\[
\text{SNR}^{(l)}_j \triangleq \frac{E_l}{N_0} = \frac{\hat{P}_k |\alpha_j^{(l)}|^2}{\int_{0}^{\tau_{th}} |s_k(t)|^2 dt} \frac{\tilde{\beta}_k^2}{N_0}
\]

where $\hat{P}_k$ is the reference transmit power of node $k$ (measured at a reference distance, such as 1 meter away from the transmitter [45]). Since the energy of $s(t)$ is normalized, the energy of the transmitted waveform $s_k(t)$ can be represented as $\phi_k^2$.

To simplify the notations, we define normalized power and effective bandwidth allocated to node $k$ as $P_k = \hat{P}_k/P_{\text{peak}}$ and $\beta_k = \tilde{\beta}_k/W$, respectively. Here $P_{\text{peak}}$ and $W$ are peak values of power and effective bandwidth available on each node. We thus have the power of direct path (DP) component as

\[
\tilde{P}_k |\alpha_j^{(l)}|^2 \phi_k^2 = \gamma_{\text{DP}} \phi_k^2 P_{\text{peak}}
\]

where $\gamma_{\text{DP}}$ is the ratio of DP power among all multipath components. RII $\lambda_{kj}$ can be rewritten as

\[
\lambda_{kj} = \frac{8\pi^2 W^2 (1 - \chi_{kj}) \gamma_{\text{DP}} \phi_k^2 P_{\text{peak}}}{{c^2 N_0}} \left( \frac{v}{4\pi d_{\text{ref}}} \right)^2 \left( \frac{d_{\text{ref}}}{d_{kj}} \right)^6 \frac{\tilde{\beta}_k^2}{d_{kj}^2}
\]

where $v$ is the wave length of the transmitted signals. The proof is thus complete.
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Joint Power and Bandwidth Allocation in Wireless Cooperative Localization Networks
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Abstract—Cooperative localization can enhance the accuracy of wireless network localization by incorporating range information among agent nodes in addition to those between agents and anchors. In this paper, we investigate the optimal allocation of the restricted resources, namely, power and bandwidth, to different nodes. We formulate the optimization problems for both synchronous networks and asynchronous networks, where one way and round trip measurements are applied for range estimation, respectively. Since the optimization problems are nonconvex, we develop an iterative linearization-based technique, and show by comparison with brute-force search that it provides near-optimal performance in the investigated cases. We also show that especially in the case of inefficient anchor placement and/or severe shadowing, cooperation among agents is important and more resources should be allocated to the agents correspondingly.

Index Terms—Cooperative localization, ranging, resource allocation, optimization.

I. INTRODUCTION

A. Background and Motivation

POSITION information is the basis of numerous wireless applications and services, such as 911 localization, search and rescue work, asset tracking, vehicle routing, and intruder detection [1]–[6]. For example, position information is of importance in wireless sensor networks for environment monitoring, or firefighters in buildings with fire and heavy smoke. Position estimation is usually accomplished via the Global Positioning System (GPS). However, GPS positions may be inaccurate under certain conditions, such as indoors or in urban environments, since the signals from the GPS satellites suffer from shadowing by obstacles, reflections, etc. An attractive alternative for those situations is wireless network localization with terrestrial reference nodes [7]–[12].

Location-aware networks generally consist of two kinds of nodes: anchors with known positions and agents with unknown positions (see Fig. 1). The positions of agents are to be determined based on the measurements from multiple nodes. Depending on the positioning technique, the angle of arrival (AOA), the received signal strength (RSS) or time of arrival (TOA) information can be used to determine the location of a node [13], [14].

Conventional wireless localization usually refers to a process in which the positions of agents are determined only by the measurements with respect to the anchors only (but not between agents). Localization accuracy in wireless networks is determined by the network topology and the accuracy of the range measurements. Therefore, high-accuracy localization can only be achieved by high-power anchors or high-density anchor deployment, both of which are impractical in cost- and complexity-restricted scenarios (e.g., wireless sensor networks). An appropriate alternative is cooperative localization, where agent nodes determine the range between each other and use this information to enhance localization, in particular in those areas that are not covered by sufficient anchors [15]–[17]. In Fig. 1, for example, since each agent is in the transmission range of only two anchors, neither agent

Fig. 1. Cooperative wireless localization network: The agents (blue dot) are located by measurements from both anchors (red circle) and agents.
can trilaterate its position based only on the information from its neighboring anchors. However, cooperation enables both agents to be localized.

Generally, network localization consists of two highly interrelated operations: location inference and resource control. The former performs inference algorithms to determine the positions of agents using range measurements, while the latter performs allocation of the resources for the range measurements [18]. The positions of agents obtained in the former operation provide priori knowledge for the resource allocation, namely power and bandwidth, those are subject to constraints, among the nodes. It is thus important to use those resources in the most efficient way, that determines the accuracy of agents' position estimates.

B. Related Work

In [19] and [20], the fundamental limits of cooperative wideband localization have been derived in terms of squared position error bound (SPEB) based on the equivalent Fisher information matrix (EFIM). It was shown that the localization accuracy is affected, inter alia, by network topology, propagation channel conditions, signal waveforms, transmit power, etc. Since network topology and channel conditions are usually determined by external circumstances, joint power and bandwidth allocation (JPBA) among wireless nodes (both agents and anchors) is the key tool for resource-restricted system design.

Some work has been carried out on power allocation optimization in localization and radar systems, most of which are non-cooperative scenarios. In [21], a cognitive radar network system for multiple target tracking is proposed. Optimal antenna scheduling and power allocation schemes are discussed. A greedy algorithm is applied for adaptive antenna selection and power optimization, which is similar to the optimal anchor selection problem in non-cooperative localization scenarios. In [22], SPEB is considered as the objective function, by which the power optimization problem is formulated as a semidefinite programming (SDP) problem. In [23], the Cramer-Rao lower bound (CRLB) is used as a performance metric. Two different energy efficient strategies are proposed for target localization. Since the problems are nonconvex, proper approximation methods are proposed. The authors in [24] focus on sparsity of optimal power distribution among anchors. The minimum number of anchors required for single agent localization is thus derived and proved. Some similar work is carried out in distributed multiple radar applications, which can be equivalently regarded as passive localization. Energy efficient and robust power allocation strategies in active localization networks are considered in [25]. On the other hand, rather limited work can be found in the cooperative localization scenario. The authors in [26] also use SDP to solve power allocation problems in RSS-based cooperative localization networks. Low complexity distributed power allocation strategies in cooperative networks are given in [24].

Besides the power allocation, bandwidth allocation is also an important issue for two reasons. First, in pure power allocation strategies, an ideal medium access control (MAC) protocol is required for network design. In [22], each anchor is assumed to perform the transmission over the whole bandwidth. If there are not enough time slots for each transmission (e.g., in most real-time target tracking applications), multiple nodes will have to perform measurements simultaneously. Therefore, appropriate bandwidth allocation strategies to avoid interference are necessary. Second, proper bandwidth allocation also has an important effect on the localization accuracy, especially for the TOA-based ranging and localization techniques. However, to the best of the authors' knowledge, limited work can be found on the bandwidth allocation in localization networks. The only related work is [27], in which the authors focus on power and bandwidth joint optimization in multiple input and multiple output (MIMO) radar systems. This is in contrast to bandwidth optimization in communications networks, where considerable work has been done, see [28] and references therein.

Another important issue is that most existing work on resource allocation described above is carried out in synchronous localization networks, which is often impractical for distributed applications. Rather limited work is performed in asynchronous networks, which leads to quite different problem formulations, especially under cooperative conditions.

C. Main Contributions

As shown in Fig. 2, this paper focuses on the second operation, aiming to optimize the joint power and bandwidth allocation among the resource-restricted nodes in centralized TOA-based cooperative localization networks. The main contributions of this paper are as follows.

- We formulate general optimal cooperative JPBA frameworks that exploit the structure of EFIM for both synchronous and asynchronous networks.
- We propose an iterative linearization-based algorithm to solve the nonconvex JPBA problems. This algorithm is computationally efficient and able to find near optimal solutions in the investigated cases. Compared to a pure power allocation strategy, JPBA is superior in both accuracy and energy efficiency.
- We quantify the accuracy performance of various JPBA strategies. Optimal resource allocation solutions among
the network are also studied. Proper cooperation rules (optimal and efficient) can be drawn based on the proposed framework and special constraints.

Notations: We use lowercase and uppercase bold symbols to denote vectors and matrices, respectively. The operation tr(\(A\)) denotes the trace of matrix \(A\); the superscripts \((\cdot)\)^T and \(|\cdot|\) denote the transpose and Euclidean norm of its argument, \(\nabla_{\theta}\) denotes the gradient of \(\theta\), respectively. We use calligraphic symbols, e.g., \(\mathcal{N}\) to denote sets, and \(\bar{x}\) to denote averaging \(x\).

II. System Model

A. Network Settings

Consider a 2-D location-aware network consisting of \(N_a\) agents and \(N_b\) anchors with known positions. Agents are able to determine their positions through TOA measurements both with anchors and other cooperative agents. The sets of agents and anchors are represented by \(\mathcal{N}_a = \{1, 2, \ldots, N_a\}\) and \(\mathcal{N}_b = \{N_a + 1, N_a + 2, \ldots, N_a + N_b\}\), respectively. The position of node \(k\) is denoted by \(p_k = [x_k, y_k]^T\), \(k \in \mathcal{N}_a \cup \mathcal{N}_b\). The distance between node \(k\) and \(j\) is the \(\ell^2\)-norm of the vector from node \(j\) to node \(k\)

\[
d_{kj} = ||p_k - p_j||
\]

and the angle from node \(k\) to \(j\) is given by

\[
\phi_{kj} = \arctan\left(\frac{y_k - y_j}{x_k - x_j}\right).
\]

Accounting for multipath propagation, the received waveform at node \(j\) from node \(k\) is modeled as

\[
r_{kj}(t) = \sum_{l=1}^{L_{kj}} a_{kj}^{(l)} s_l(t) - t_{kj}^{(l)} + z_{kj}(t), \quad t \in [0, T_{ob})
\]

where \(s_l(t)\) is the transmit signal from node \(k\). Waveform \(s_l(t)\) is generated from a known waveform \(s(t)\) (occupies the whole bandwidth \(W\) with normalized energy), that filtered by the bandwidth \(w_{kl}\). Parameters \(a_{kj}^{(l)}\) and \(t_{kj}^{(l)}\) are the amplitude and delay of the \(l\)th path, respectively. \(L_{kj}\) is the number of multipath components, \(z_{kj}(t)\) represents additive white Gaussian noise (AWGN) with two-side power spectral density \(N_0/2\), and \([0, T_{ob})\) is the observation interval.

TOA estimation is applied for range measurements between nodes in this paper. We first consider the synchronous networks (i.e., all agents and anchors work with ideally synchronized clocks) in which one way ranging (OWR) is used for range estimation. Then in Section IV, asynchronous networks are considered, in which round trip TOA measurement is applied.

B. Position Error Bound

As defined in [20] and [29], the squared position error bound (SPEB) is derived from the equivalent Fisher information matrix (EFIM). The definition of SPEB of agent \(k\) is

\[
\mathbb{E}||\hat{p}_k - p_k||^2 \geq \mathbb{P}(p_k) \triangleq \text{tr}(\mathbf{J}_e^{-1}(p_k))
\]

where \(\mathbf{J}_e(p_k)\) is the EFIM of agent \(k\)'s position obtained by measurements, and \(\hat{p}_k\) is an estimate of position \(p_k\).

It has been shown in [20] that the network EFIM of \(N_a\) agents in a cooperative localization network can be written as a \(2N_a \times 2N_a\) matrix,

\[
\mathbf{J}_e = \begin{bmatrix} \mathbf{J}_{11} & \ldots \mathbf{J}_{1N_a} \\ \mathbf{J}_{N_a1} & \ldots \mathbf{J}_{N_a N_a} \end{bmatrix}
\]

where

\[
\mathbf{J}_{ij} = \begin{cases} \mathbf{J}_e(p_i) + \sum_{k \neq i} C_{i,k} & i = j \\ -C_{i,j} & i \neq j. \end{cases}
\]

The total SPEB of all agents (termed global SPEB in this paper) can thus be obtained as

\[
\sum_{k=1}^{N_a} \mathbb{P}(p_k) \triangleq \text{tr}(\mathbf{J}_e^{-1}).
\]

In (6), \(\mathbf{J}_e(p_k)\) and \(C_{kj}\) are the ranging information (RI) of agent \(k\) obtained from all \(N_b\) anchors and agent \(j\), respectively, expressed as

\[
\mathbf{J}_e(p_k) = \sum_{j \in \mathcal{N}_b} \lambda_{kj} q_{kj} q_{kj}^T
\]

\[
C_{kj} = C_{jk} = (\lambda_{kj} + \lambda_{jk}) q_{kj} q_{kj}^T
\]

where \(q_{kj} = [\cos(\phi_{kj}), \sin(\phi_{kj})]^T\), and \(\lambda_{kj}\) is termed “range information intensity (RII)”, which is defined as the inverse of the bound for squared ranging error [29]. Non-cooperative localization networks can be treated as a special case of cooperative ones with \(C_{ij} = 0\) in (6).

SPEB characterizes the fundamental limit of localization accuracy, and provides valuable performance benchmarks and insights to the system design. Furthermore, SPEB is a tight bound (achievable) in high SNR regimes. So we choose SPEB as the performance metric for location-aware networks in our work.

III. Optimal JPBA in Synchronous Networks

In this section, we start with the optimal JPBA problem in synchronous cooperative localization networks, where all agents and anchors work with perfectly synchronized clocks.

A. Range Information Intensity

Based on the definition of SPEB, RII plays an important role in localization accuracy problems. In synchronous networks, range information between node \(k\) and \(j\) can be obtained by OWR

\[
\hat{d}_{kj} = c \Delta t
\]

where \(c\) is the speed of light in free space, and \(\Delta t\) is the TOA measurement results.

Proposition 1: The RII in synchronous networks using OWR can be represented as

\[
\lambda_{kj} = \frac{P_k b_k^2}{\sigma_{kj}^2}
\]

where \(\sigma_{kj}\) is called ranging channel gain (RCG) between node \(k\) and \(j\), \(\sigma\) indicates the pathloss coefficient, and \(P_k\) and \(b_k\) are
normalized power and effective bandwidth allocated to node \( k \) during measurements.

**Proof:** See the Appendix.

**Remark 1:** We consider the modulated communications systems in this paper, where the carrier phase information is not exploited for TOA estimation [30]. In such a case, the effective bandwidth is equivalent (or proportional) to the real signal bandwidth if the baseband signal waveform is suitably chosen (e.g., sinc-shaped pulses). Nevertheless, when fully coherent reception is applied, the contribution of carrier information is another major factor to be considered for TOA estimation [31].

According to Proposition 1, global SPEB in (7) can be represented as the function of normalized power and bandwidth allocation, which are the main resources to be optimized.

### B. Single Time Slot JPBA Formulation

We first consider only one time slot available for localization in the network, which implies that all measurements have to be performed simultaneously. Global SPEB is considered as the objective function to be minimized. Normalized power and bandwidth allocation solutions among all nodes to be optimized can be represented as \((N_a + N_b) \times 1\) vectors,

\[
\mathbf{P} = [P_1, P_2, \ldots, P_{N_a+N_b}]^T, \quad \mathbf{\beta} = [\beta_1, \beta_2, \ldots, \beta_{N_a+N_b}]^T. \quad (12)
\]

The problem can be formulated as

\[
\mathcal{P}_{S}^1 : \min_{k \in N_b} \sum_{k \in N_b} \mathcal{P}(\mathbf{p}_k; \{P_i, \beta_i\}) \quad (13)
\]

s.t.

\[
0 \leq P_i \leq P_0 \quad \text{and} \quad 0 \leq \beta_i \leq B_0 \quad (14)
\]

\[
\sum_{i \in N_a \cup N_b} P_i \leq P_{\text{total}} \quad (15)
\]

\[
\sum_{i \in N_a \cup N_b} \beta_i \leq B_{\text{total}}. \quad (16)
\]

Constraint (14) shows that each node has an upper limit on transmission bandwidth \( B_0 \) and peak power constraint \( P_0 \) due to the hardware design. Constraint (15) gives the upper bound of total power \( P_{\text{total}} \). This constraint is derived from the interference point of view, which reflects the amount of overall interference transmitted. Constraint (16) is added to avoid frequency overlaps among different nodes. All nodes are assumed to work on the same carrier frequency, which implies \( B_{\text{total}} = B_0 \) in this formulation.

Note that, SPEB is essentially determined by many network parameters which are unknown, such as the positions of agents and channel properties. In this paper, we assume all related parameters are known beforehand. So \( \mathcal{P}_{S}^1 \) and problems formulated later are called “optimal” JPBA problems, by which the performance benchmarks can be obtained. However, in realistic location aware networks, we need to obtain these parameters first. For example, the channel parameters can be obtained by various types of maximum-likelihood estimators [32] or sparse estimation algorithms [33]. Due to the uncertainties of these network parameters, the “robust” JPBA frameworks (based on the “optimal” ones) are thus required to handle this issue in the future. Some related solutions can be found in [31] and [34].

### C. Multiple Time Slots JPBA Formulation

The single time slot framework can be easily extended to the multiple time slots scenario, which is a static network scheduling optimization problem. If there are \( N_t \) time slots available, the resource allocation solutions will extend to \((N_a + N_b) \times N_t\) matrices instead of vectors in (12). The set of time slots is represented by \( N_t = \{1, 2, \ldots, N_t\} \). Power and bandwidth of node \( i \) at time slot \( t \) are denoted by \( P_{i,t} \) and \( \beta_{i,t} \), respectively. Compared to the single slot scenario, the peak and total power constraints are similar, and are rewritten as

\[
0 \leq P_{i,t} \leq P_0 \quad (17)
\]

\[
\sum_{t=1}^{N_t} \sum_{i=1}^{N_a+N_b} P_{i,t} \leq P_{\text{total}}. \quad (18)
\]

Bandwidth allocation is different the single-slot scenario. An extra constraint on total bandwidth available is required, which is \( B_{\text{total}} = N_t B_0 \). In each time slot, the related bandwidth constraints are the same as problem \( \mathcal{P}_{S}^1 \). Bandwidth constraints are summarized as follows

\[
0 \leq \beta_{i,t} \leq B_0 \quad \forall i, t \quad (19)
\]

\[
\sum_{t=1}^{N_t} \beta_{i,t} \leq N_t B_0 \quad \forall t \quad (20)
\]

\[
\sum_{i=1}^{N_a+N_b} \beta_{i,t} \leq N_t B_0. \quad (21)
\]

Therefore, the problem formulation for multiple time slots is

\[
\mathcal{P}_{S}^2 : \min_{k \in N_a} \sum_{k \in N_a} \mathcal{P}(\mathbf{p}_k; \{P_{i,t}, \beta_{i,t}\}) \quad \text{s.t.} \quad (17) - (21).
\]

### D. Different JPBA Schemes

To simplify the notation, \( P_{\text{anchor}}, B_{\text{anchor}}, P_{\text{agent}} \) and \( B_{\text{agent}} \) are henceforth used to represent the sum of power and bandwidth resources for anchors and agents, respectively

\[
\sum_{r=1}^{N_t} \sum_{k=1}^{N_a} P_{r,k} = P_{\text{agent}}, \quad \sum_{r=1}^{N_t} \sum_{k=1}^{N_b} \beta_{r,k} = B_{\text{agent}}
\]

\[
\sum_{r=1}^{N_t} \sum_{j=1}^{N_a} P_{r,j} = P_{\text{anchor}}, \quad \sum_{r=1}^{N_t} \sum_{j=1}^{N_a} \beta_{r,j} = B_{\text{anchor}}.
\]

The single slot scenario is treated as a special case with \( N_t = 1 \). Constraints in \( \mathcal{P}_{S}^1 \) and \( \mathcal{P}_{S}^2 \) can be rewritten as

\[
P_{\text{anchor}} + P_{\text{agent}} \leq P_{\text{total}} \quad (22)
\]

\[
B_{\text{anchor}} + B_{\text{agent}} \leq B_{\text{total}} \quad (23)
\]

\[
0 \leq P_{k,t} \leq P_0, \quad 0 \leq \beta_{k,t} \leq B_0 \quad (24)
\]
which is named as a fully flexible (FF) allocation scheme in this paper.

Based on the constraints in the FF scheme, four more allocation schemes may be attained by introducing extra constraints.

- Power flexible scheme (PF). In PF, besides the global constraints (22) - (24), a constraint on the bandwidth allocation on \( B_{\text{anchor}} \) and \( B_{\text{agent}} \) is given, i.e.,
  \[
  B_{\text{anchor}} = B_{\text{agent}} = \frac{1}{2} B_{\text{total}}. \tag{25}
  \]
- Bandwidth flexible scheme (BF). Similar to PF, an extra constraint on power allocation is added.
  \[
  P_{\text{anchor}} = P_{\text{agent}} = \frac{1}{2} P_{\text{total}}. \tag{26}
  \]
- Equally allocation scheme (EA). Both constraints on power and bandwidth (25) - (26) are added.
- Purely uniform allocation scheme (PUA). Each node is allocated the same amount of resources, i.e.,
  \[
  P_i = \frac{1}{N_a + N_b} P_{\text{total}} \quad \text{and} \quad \beta_i = \frac{1}{N_a + N_b} B_{\text{total}}. \tag{27}
  \]

These schemes give different constraints on the resource allocation for further evaluation. A special case of PF is to set \( B_{\text{total}} = 2B_0 \). Then measurements by anchors and agents are carried out in two individual time slots, respectively. In EA, it means that the agents’ cooperation is regarded to be as important as anchors. Since anchors usually provide higher localization accuracy due to their known positions, the scheme is less efficient. However, the extra constraints make the optimization problem much simpler to solve, as the anchor optimization and agent optimization can be performed separately. PUA is not an optimized resource allocation scheme, and is only used for performance comparison here.

IV. OPTIMAL JPBA IN ASYNCHRONOUS NETWORKS

The perfect synchronization assumption is often not fulfilled in wireless networks. We thus also consider an asynchronous scenario, where the problem formulation is different. Round trip measurements (RTM) are applied for range estimation where a minimum of two time slots is required. Correspondingly, the network scheduling strategy is firstly described, based on which the resource allocation problems can be formulated.

In the first time slot, measurements are initiated by agents in a broadcast way. After that, in order to fulfill the RTM, anchors and selected cooperative agents are allowed to reply in the second time slot (small time stamps are attached for different processing time \( \Delta t \) for each agent). Due to the practical half-duplex transceivers, agents are permitted to simultaneously transmit and receive signals only on different frequency bands. Therefore, range information not only between the agent and anchors, but also among different agents can be achieved.

\textsuperscript{2}Timing accuracy required for ranging is extremely high (on the order of nanoseconds). However, time slots division (on the millisecond order) can be easily achieved by existing synchronization methods in communications networks. However, they are still treated as asynchronous networks for ranging and localization.
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A. Asynchronous RII

As shown in Fig. 3, in asynchronous networks, range information between node \( k \) and \( j \) can be obtained by round trip measurements,
  \[
  \hat{d} = \frac{c}{2} [ (\hat{t}_3 - t_0) - (t_2 - \hat{t}_1) ] \tag{27}
  \]
where \( \hat{t}_3 \) and \( \hat{t}_1 \) are TOA estimation results by node \( k \) and \( j \). Therefore, the error variance of \( \hat{d} \) can be obtained by
  \[
  \sigma_\hat{d}^2 = \frac{c^2}{16} (\sigma_1^2 + \sigma_2^2) = \frac{1}{4} \left( \frac{1}{\lambda_{kj}} + \frac{1}{\lambda_{kj}} \right) \tag{28}
  \]
where \( \lambda_{kj} \) is RII by OWR from node \( k \) to node \( j \) defined in (11).

Since the measurement on link \( k \) to \( j \) is symmetric, we have \( \tilde{\xi}_{kj} = \tilde{\xi}_{jk} \) and \( d_{kj} = d_{jk} \). Asynchronous RII (\( \tilde{\lambda}_{kj} \)) of RTM in (28) can thus be rewritten as
  \[
  \tilde{\lambda}_{kj} = \frac{1}{\sigma_\hat{d}^2} = \tilde{\lambda}_{kj} \frac{4P_{k,1} \beta_{k,1}^2 + P_{j,2} \beta_{j,2}^2}{d_{kj}^4 (P_{k,1} \beta_{k,1}^2 + P_{j,2} \beta_{j,2}^2)}. \tag{29}
  \]

B. Optimal JPBA Formulation in Different Schemes

If there are only the minimally required two time slots available, i.e., \( N_t = \{1, 2\} \), all nodes are generally allowed to transmit signals in both time slots. Similar to the synchronous scenario, the individual and interference constraints still hold in this section, i.e.,

- Individual constraints. Each node has an upper limit on transmission bandwidth \( B_0 \) and peak power \( P_0 \).
  \[
  \beta_{i,t} \leq B_0 \quad \text{and} \quad P_{i,t} \leq P_0, \quad i \in N_a \cup N_b \quad t \in N_t. \tag{30}
  \]
- Interference constraints. In each time slot, in order to avoid interferences to the receivers, transmission bands from all nodes are not allowed overlap.
  \[
  \sum_{j=1}^{N_b} \beta_{j,1} + \sum_{k=1}^{N_a} \beta_{k,1} \leq B_0 \tag{31}
  \]
  \[
  \sum_{j=1}^{N_b} \beta_{j,2} + \sum_{k=1}^{N_a} \beta_{k,2} \leq B_0. \tag{32}
  \]
- Global power constraints. Two different schemes are considered here. For non-power flexible (NPF) scheme, agents and anchors have their own total power constraints \( (P_{\text{agent}} \text{ and } P_{\text{anchor}}) \) respectively. On the other hand, there
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Fig. 3. Range estimation by the round trip measurement of impulse radio signals.
is only one total power constraint \(P_{\text{total}}\) in the power flexible (PF) scheme. Therefore, in NPF, the total power constraints should be

\[
\begin{align*}
2 \sum_{t=1}^{N_t} \sum_{k=1}^{N_i} P_{k,t} & \leq P_{\text{agent}} \quad (33) \\
2 \sum_{t=1}^{N_t} \sum_{j=1}^{N_a} P_{j,t} & \leq P_{\text{anchor}}. \quad (34)
\end{align*}
\]

In the PF scheme, the global power constraints should be

\[
\begin{align*}
2 \sum_{t=1}^{N_t} \sum_{k=1}^{N_i} P_{k,t} & + \sum_{t=1}^{N_t} \sum_{j=1}^{N_a} P_{j,t} \leq P_{\text{total}}. \quad (35)
\end{align*}
\]

Based on the presented scheduling strategy, the asynchronous optimal JPBA problem modeling can thus be simplified, i.e., agents are allowed to transmit in both time slots, while anchors are only active in the second time slot, i.e.,

\[
P_{j,1} = \beta_{j,1} = 0, \quad j \in N_b. \quad (36)
\]

A special case of the non-cooperative localization is realized by setting following constraints

\[
P_{j,1} = \beta_{j,1} = 0, \quad j \in N_b \quad (37)
\]

\[
P_{k,2} = \beta_{k,2} = 0, \quad k \in N_a. \quad (38)
\]

Global SPEB is still applied as the objective function. The cooperative JPBA problem in PF schemes is formulated as

\[
\mathcal{P}_A: \begin{array}{ll}
\text{min} & \sum_{k \in N_b} \mathcal{T}(p_k, \{p_{k,t}, \beta_{l,t}\}) \\
\text{s.t.} & (30) - (32), (35), (36).
\end{array}
\]

The NPF problem \(\mathcal{P}_A^0\) can be obtained by replacing (35) with (33) and (34) in \(\mathcal{P}_A\). Similarly, the counterparts in the non-cooperative scenario can be further obtained by replacing constraint (36) with (37) and (38) in \(\mathcal{P}_A^0\) and \(\mathcal{P}_A^1\).

Unfortunately, the JPBA problem with multiple time slots \(N_t > 2\) in asynchronous localization networks is complicated, and essentially NP-hard. Unlike the synchronous scenario, there does not exist a general optimal scheduling strategy. Some preliminary works can be found in [35] and [36]. This problem will be addressed in our future work.

V. OPTIMIZATION ALGORITHMS

A. A Trust Region Framework for Nonconvex Approximation

Although the constraints in all problems above are affine, JPBA optimizations in synchronous and asynchronous networks (\(\mathcal{P}_S\) and \(\mathcal{P}_A\)) are both nonconvex due to the objective functions. We have to depend on techniques designed for nonconvex optimization which do not lead to the global optimal solution in most cases [37]. A reliable and robust framework for nonconvex approximation is called Trust Region, by which the original problem is approximated and solved with a sequence of convex problems. The trust region algorithms can even be applied to ill-conditioned problems, and proved to have very strong convergence properties [38]–[40].

The key idea of the trust region framework is that, the approximate model is only “trusted” in a region near the current iterate. For example, at the \(m\)th iteration, the nonconvex function \(f(\theta)\) is approximated as

\[
f(\theta^{(m)}) = \tilde{f}(\theta^{(m)}) \quad ||\theta^{(m)} - \theta^{(m-1)}|| \leq R^{(m)} \]

where \(\tilde{f}(\theta)\) is the convex approximation, and \(\theta^{(m-1)}\) is the solution obtained in the \(m - 1\)th iteration, which is applied as the starting point in the next iteration. Parameter \(R^{(m)}\) is the trust region radius at current iteration, which is usually determined by the \(\ell\)-2 norm.

In trust region algorithms, one important issue is to decide the trust region trial step and whether a trial step should be accepted. The predicted reduction \(P_{\text{red}}^{(m)}\) and actual reduction \(A_{\text{red}}^{(m)}\) at \(m\)th iteration are defined respectively

\[
P_{\text{red}}^{(m)} = |\tilde{f}(\theta^{(m)}) - f(\theta^{(m-1)})|, \\
A_{\text{red}}^{(m)} = |f(\theta^{(m)}) - f(\theta^{(m-1)})|.
\]

The ratio between \(P_{\text{red}}^{(m)}\) and \(A_{\text{red}}^{(m)}\) is defined as

\[
\mu^{(m)} = \frac{P_{\text{red}}^{(m)}}{A_{\text{red}}^{(m)}}. \quad (40)
\]

By comparing to a preset threshold, \(\mu^{(m)}\) is applied to decide whether the trial step is acceptable and to adjust the new trust region radius. Generally speaking, if \(\mu^{(m)}\) indicates that the approximate model fits the original problem well, the trust region can be enlarged. Otherwise, the trust region should be reduced. More details about the trust region frameworks can be found in [38], [40], and references therein.

B. Taylor Linearization Method

In this section, a Taylor linearization (TL) approximation method based on the trust region framework is presented to solve the asynchronous JPBA problems.\(^3\) Synchronous problems (\(\mathcal{P}_S^1\) and \(\mathcal{P}_S^2\)) can be treated as special cases and solved accordingly.

In \(\mathcal{P}_A^1\) and \(\mathcal{P}_A^2\), only the objective functions are nonconvex due to the asynchronous RI (\(\hat{\lambda}_{k,j}\)) in (29). According to the trust region framework, we perform Taylor linearization on \(\hat{\lambda}_{k,j}\) around a certain expansion point, and then. \(\hat{\lambda}_{k,j}\) can be rewritten as (41), shown at the bottom of this page, combined with two trust region constraints

\[
||\mathbf{P} - \mathbf{P}^{(m-1)}|| = ||\Delta \mathbf{P}|| \leq R^{(m)}_{P} \\
||\beta - \beta^{(m-1)}|| = ||\Delta \beta|| \leq R^{(m)}_{\beta}.
\]

\(^3\)Here we take the PF scheme for example, while NPF can be treated as a special case of PF.

\[
\tilde{\lambda}_{k,j}(\mathbf{P}, \beta) \approx \tilde{\lambda}_{k,j}(\mathbf{P}^{(m-1)}, \beta^{(m-1)}) + \nabla_{\mathbf{P}} \tilde{\lambda}_{k,j}(\mathbf{P}^{(m-1)}) \Delta \mathbf{P} + \nabla_{\beta} \tilde{\lambda}_{k,j}(\beta^{(m-1)}) \Delta \beta \quad (41)
\]
Algorithm 1 A TL-Based Iterative Approximate Algorithm

1: Starting point selection. $P = P^{(0)}, \beta = \beta^{(0)}, m = 0.$
2: while convergence not satisfied
3: Solve the problem $\mathcal{P}_A$. Output: $\Delta P$ and $\Delta \beta$.
4: Solution update: $P^{(m+1)}$ and $\beta^{(m+1)}$ according to $\mu^{(m)}$.
   if $\mu^{(m)} < \mu_1$
   $P^{(m+1)} = P^{(m)}, \beta^{(m+1)} = \beta^{(m)}$
   else
   $P^{(m+1)} = P^{(m)} + \Delta P, \beta^{(m+1)} = \beta^{(m)} + \Delta \beta$
   end
5: Trust region radius update.
   if $\mu^{(m)} < \mu_1$
   $R_P^{(m+1)} = c_1||\Delta P||, R_\beta^{(m+1)} = c_1||\Delta \beta||$
   else if $\mu^{(m)} > \mu_2$
   $R_P^{(m+1)} = \min\{c_2 R_\beta^{(m)}, R_P^\star\},$
   $R_\beta^{(m+1)} = \min\{c_2 R_\beta^{(m)}, R_\beta^\star\}$
   else
   $R_P^{(m+1)} = ||\Delta P||, R_\beta^{(m+1)} = ||\Delta \beta||$
   end
6: Convergence checking. $m = m + 1.$
7: end
8: Output: Optimal $P$ and $\beta$. Minimized SPEB.

By inserting $\lambda_{kj}^{TL}$ into (8) and (9), an approximate SPEB ($\varphi^{TL}(P_k, \Delta P, \Delta \beta)$) under Taylor linearization is attained. Regarding the PF-JPBA problem $\mathcal{P}_A$, an alternative form by Taylor linearization is

$$\mathcal{P}_A^3: \min \sum_{k \in N_a} \varphi^{TL}(p_k, \Delta P, \Delta \beta)$$

s.t. (30) – (32), (35) – (36), (42) – (43).

**Proposition 2:** Problem $\mathcal{P}_A^3$ is convex in $\Delta P$ and $\Delta \beta$.

**Proof:** The constraints in $\mathcal{P}_A^3$ are affine, only the convexity of the objective function is required here. Based on the rules of convex analysis, the convexity is closed under composition with an affine mapping [37]. Since the function $\varphi(X^{-1})$ is convex when $X > 0$, and $\varphi(\lambda_{kj}^{TL}(P, \beta))$ is joint affine in $\Delta P$ and $\Delta \beta$ after Taylor linearization, problem $\mathcal{P}_A^3$ is thus proved convex.

According to the trust region framework, the trust radius and solutions are updated in an adaptive way based on the predictiveness of $\mu^{(m)}$ after $m^{th}$ iteration.

- If the approximate model ($\varphi^{TL}$) predicts the actual improvement well, or if there is even more improvement, we increase the radius $R^{(m)}$ and allow a longer step at the next iteration.
- If the model does a bad job in predicting, we decrease the size of the trust region in the next iteration, and recalculate $\Delta \beta$. Repeat this iteration step with the updated smaller trust region.
- Finally, if the model does an acceptable job of predicting the improvement in $P$, we keep the size of the trust region.

An iterative approximation algorithm based on Taylor linearization is given in Algorithm 1. Since the JPBA problems are essentially nonconvex, only local convergence can be guaranteed. Therefore, we can run the approximation algorithm from multiple initial points and take the best result as the final solution [41]. At step 1 of Algorithm 1, two different starting points are thus considered in Algorithm 1.

1) Starting point 1 provides uniform allocation to the anchor nodes, while not providing any power to the agent nodes.
2) Starting point 2 provides an equal amount of resources to all anchor and agent nodes.
We choose positive constants $\mu_1 < \mu_2 < 1$ and $c_1 < 1, c_2 > 1$. Usually $\mu_1$ is small positive to keep any computed “good” points. Typically values for $\mu_1$ and $\mu_2$ are $\mu_1 = 0.10$ and $\mu_2 = 0.75$ [39]. $R_P^\star$ and $R_\beta^\star$ are the preset trust radius upper bounds of power and bandwidth, respectively.

In step 6, if the relative difference between SPEB achieved in the previous and current steps is small enough (compared to a preset threshold $\epsilon$), the iteration ends.

**C. Accuracy Evaluations of TL**

Since the optimal JPBA problems are essentially nonconvex, the accuracy of the approximate algorithm is evaluated by comparisons to a (time consuming) brute force search. We first perform uniform JPBA among anchors. Optimal JPBA among agents are then achieved by TL and brute force respectively. Note that the solution might be inferior to the solution of the FF scheme; we present this example here purely to evaluate the accuracy of our solution methods.

Note that the global optimum cannot be guaranteed by TL. But it can be seen from Fig. 4 that, the accuracy achieved by TL is close to the brute force method. On the other hand, TL is much more computationally efficient, which makes it an appropriate option to optimal JPBA problems in both synchronous and asynchronous localization networks.

**VI. NUMERICAL RESULTS**

**A. Network Settings**

In this section, we present numerical examples for the localization performance based on the proposed JPBA schemes. A typical ranging scenario using impulse radio UWB signals (CM1 in IEEE 802.15.4a channel model [42]) is considered to
make the results more intuitive. A 2ns duration Gaussian pulse occupying 3.1-3.6GHz spectrum is used as the transmit waveform. The amplitude fading $\phi$ is normalized here. An average RCG between two nodes can be obtained based on the practical parameters in Table I as $\xi = 152.3$dB by (11). After that, global power ($P_{\text{total}}$) and bandwidth ($B_{\text{total}}$) constraints are normalized. Peak power and bandwidth constraints on each node are $P_0 = 0.4$, $B_0 = 1$ respectively. The path loss and shadowing are considered as the channel gains. Path loss coefficient is set as $\varrho = 2$. TL approach is applied to solve the JPBA problems, in which the two starting points described in Section V-B are investigated. The SPEB convergence rule is applied and the threshold for checking is $\epsilon = 10^{-3}$. The trust region upper bound is set as 0.5 for both $R_{\phi}$ and $R_{\beta}$. $\mu_1 = 0.10$ and $\mu_2 = 0.75$, $c_1 = 0.5$, $c_2 = 1.5$. In asynchronous networks, both single and multiple time slots scenarios are considered, while only the two time slot scenario is evaluated in asynchronous networks, as discussed before.

A dense network example is shown in Fig. 5. There are $N_0 = 4$ prelocated anchors and $N_a$ agents distributed in a square region, i.e., $U([0, 10] \times [0, 10])$. Adding agents increases the node density. It is widely recognized (see, e.g., [30]) that a good anchor deployment (AP) is on the vertices of a convex hull of the agent positions, to minimize errors. However, note that practical constraints may prevent such a placement. Thus, investigating the effect of AP on global accuracy and agents cooperation is important. For this purpose, we henceforth investigate two different APs shown in Fig. 5, and simply called “good” and “bad” AP.

### B. Synchronous Networks

1) Single Time Slot Scenario: We first consider the synchronous scenario with “good” AP in Fig 5. All five cooperative JPBA schemes proposed in Section III-D are implemented and evaluated for their accuracy. It can be seen that

- Total errors of all schemes increase with the number of agents. The main reason for that is the constraints on total power and bandwidth. Similar results are drawn in the non-cooperative scenario with optimal power allocation schemes [22].
- As we predicted in Section III, PUA is the simplest but least efficient scheme, since there is no optimization among resources.
- Compared among the four schemes other than PUA, FF performs best while EA is the worst. This is intuitive, since under constraint for the total resources, more flexibility offers better performance. The power and bandwidth resources can be automatically concentrated in the most helpful nodes, especially when there are no external constraints on it.
- We furthermore observe that BF outperforms PF. The reason is that EFIMs are affected by the square of the bandwidth, $P_j \beta_j^2$, and so bandwidth plays a more important role for the overall accuracy. Another reason is that, there exists an additional peak power constraint ($P_0 < P_{\text{total}}$), which makes the PF scheme actually not completely flexible for power allocation.

Note that the errors shown here, which are in the sub-millimeter range, might not be easy to achieve in practice (similar to [43]). They are predicated on the ideal assumption that full channel state information is obtained, perfect sampling and quantization processing is attained, etc. Evaluations with practical algorithms using measured channel impulse responses (e.g., [44]) show errors that can be orders of magnitude larger. Nevertheless, the optimization frameworks in this paper still hold. Meaningful performance benchmarks and optimal cooperation strategies are provided thereby.

The gain obtained from agents’ cooperation is another important issue. In Fig. 6(a), it is obvious that cooperation among agents is able to improve the accuracy in all schemes, but by different amounts. Cooperation is of great help to the performance in PF, when $B_{\text{anchor}}$ is tightly restricted. On the other hand, cooperation gain in FF is quite limited. It means that, when anchors are properly deployed, the performance of non-cooperative localization in FF is close to the optimal solutions, while there is much a larger space for improvement for PF.

In the second scenario, cooperative JPBA solutions with shadowing and bad AP are studied. We use here a simplified shadowing model such that the SNR will decrease by 10 dB in case of a blockage between transmitter and receiver; the probability for such a blockage is $P_{\text{shadowing}} = 0.5$. Due to the space restrictions, only FF is considered here. As shown in Fig. 6(b), it is observed that, when anchors are poorly deployed, cooperation plays a much more important role than in “good” AP scenarios, which agrees well with intuition. It is also obvious that “bad” AP leads to much larger localization errors; yet cooperation among agents will be able to mitigate the error effectively. Similarly, shadowing is an important factor that affects the performance. When anchors are severely blocked, they provide degraded ranging information to the

### Table I

<table>
<thead>
<tr>
<th>W (MHz)</th>
<th>$\nu$</th>
<th>$\gamma_{\text{UP}}$</th>
<th>$\bar{\chi}_{\text{F}}$</th>
<th>Power spectral density</th>
<th>$N_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.1</td>
<td>0.2</td>
<td>0.32</td>
<td>-41.3 (dBm/5MHz)</td>
<td>-174  (dBm/Hz)</td>
</tr>
</tbody>
</table>

Fig. 5. The location-aware network consisting four anchors and multiple agents, where anchors are deployed in two different ways.
Fig. 6. SPEB results in single-time-slot synchronous networks. (a) Different schemes (in good AP) w/o shadowing. (b) Different channel conditions and APs.

agents and hence agent’s cooperation plays a more important role in localization.

2) Multiple Time Slots Scenario: In this part, FF-JPBA with multiple time slots available are studied, where two and four agents are considered for localization performance evaluation. As shown in Fig. 7, accuracy becomes better with more time slots, which agrees with the previous analysis. However, when the number of time slots is more than 3, it shows that the accuracy remains at a certain level. The reason is that, although there are still lot of bandwidth resources available, power resources for measurements have been used up. It is equivalent to the pure power allocation strategy when \( N_t \) is large enough for each node to perform individual measurements.

C. Asynchronous Networks

In this section, the accuracy solutions in asynchronous networks with different schemes are studied. Both PF and NPF schemes are evaluated in Fig. 8(a). Shadowing effects and different channel conditions and APs are considered in Fig. 8(b). From the numerical results, it can be concluded that,

- Similar to the synchronous scenario, the total localization error increases with respect to the agent number.
- PF outperforms NPF in accuracy. Similar to the conclusions drawn in the synchronous scenario, more flexibility in resource allocation offers better performance.
- Channel and anchor deployment are still important factors on localization accuracy. When the anchor deployment or the channel condition is poor, cooperation among agents plays a much more important role than under ordinary conditions.
D. Discussions on Accuracy and Scaling Laws

In this part, we first compare the accuracy between synchronous ($N_t = 1$) and asynchronous ($N_t = 2$) networks. It can be seen from Fig. 9, even though there are two time slots available in the asynchronous localization network (i.e. $B_{total} = 2B_0$), accuracy performance in the synchronous scenario is much better.

Scaling laws for accuracy show the benefit of cooperation and synchronization in large networks. In Fig. 9, we perform least square (LS) curve fitting over the achieved results in both synchronous and asynchronous networks. It can be seen from Fig. 9(a), global SPEB scales proportional to the number of agents in synchronous networks ($\frac{1}{\Theta(N_a)}$), which implies the average SPEB in synchronous networks remains nearly constant when a new agent is added. The main reason is that, since we use a broadcast strategy, anchors play the main role in synchronous localization networks (which is also described in detail later in Section VI-E). New agents can generally localize themselves by the broadcasted signals from anchors without extra resources.

On the other hand, SPEB increases quadratically with respect to the number of agents, i.e., $\Theta(N_a^2)$ in Fig. 9(b). It implies that the average SPEB scales as $\Theta(N_a)$ in asynchronous networks. According to the localization strategies in Section IV, all agents and anchors are required to transmit signals. Therefore, if new agents are added, the average resources allocated to each agent decreases proportionally, which leads to a SPEB increase along with the agent number.

Note that our analysis is based on a typical dense network. If the measurement is carried out in an extended network (network area increases proportional to the number of nodes), the scaling rules are quite different since the pathloss and therefore SNR changes.

E. Resource Allocation Solutions

To analyze the resource allocation solutions, we first consider the optimal allocation ratio between anchors and agents.

An auxiliary parameter is defined as

$$\zeta = \frac{P_{anchor}B_{anchor}^2}{P_{anchor}B_{anchor}^2 + P_{agent}B_{agent}^2}$$

which indicates the percentage of resources that are allocated to anchors.

Resource allocation solutions are different in synchronous and asynchronous networks due to the two ranging methods applied. As shown in Fig. 10, agents are kept quiet in synchronous non-cooperative measurements. All resources are used by the anchors, which leads to $\zeta = 1$. Fig. 10(a) shows different resource allocation solutions in synchronous networks. It suggests that when anchors are properly deployed and channel conditions are good, non-cooperative localization achieves close-to-optimum solutions. This conclusion also can be drawn from the FF solutions in Fig. 6(a) and Fig. 6(b). Therefore, most resources are recommended to be allocated to anchors. On the other hand, if anchors are poorly located and channel conditions are not so good, agents’ cooperation will be increasingly important as the agents’ number increases. Nevertheless, $\zeta$ is still suggested to be greater than 0.5. This agrees with the conclusions in [20] that anchors play the main role during localization in most cases. Another phenomenon is that, since there exists a peak power constraint $P_0 = 0.4$, $\zeta$ in PF is smaller than FF and BF.

In asynchronous networks, agents are required to perform transmission during each RTM, even if in a non-cooperative manner. Therefore, $\zeta$ will thus be much smaller than in the synchronous case. In Fig. 10(b), $\zeta \leq 0.5$ in most non-cooperative cases when $N_a > 3$. A special case of asynchronous JPBA is non-cooperative NPF, where

$$P_{anchor} = P_{agent} = 0.5, \quad B_{anchor} = B_{agent} = 1$$

and the corresponding $\zeta$ is 0.5. When cooperation among agents is carried out, $\zeta$ is nearly 0.2 smaller than the corresponding non-cooperative $\zeta$. When the agent number is relative large, $\zeta$ is even smaller than 0.1. It implies that, in optimal cooperative asynchronous networks, most of the
resources are allocated to the agents, which is different from the results drawn from the synchronous scenario.

Optimal resource distribution among agents is helpful to explain how the cooperation among agents works. Fig. 11 shows the resource allocation solutions among eight agents as an example. From Fig. 11(a), in contrast to PUA, all optimized JPBA schemes allocate the resources to the one or two most helpful agents, even in bad AP and shadowing conditions. In other words, the resource distribution among agents is extremely sparse, which is consistent with the power allocation solutions in [24].

However, the distribution of resources is different in the asynchronous networks. In Fig. 11(b), the resource allocation solutions are much more balanced than in Fig. 11(a). One main reason is that, agents must perform transmission during the RTM in both non-cooperative and cooperative localization. A uniform resource allocation strategy may be more suitable in asynchronous localization networks accordingly.

F. Moving-Agent Scenarios

In this part, we consider another typical scenario in GPS-challenged environments. As shown in Fig. 12(a), five agents enter the square area from the left side as a group. Four anchors are prelocated at the vertices of the area. Both synchronous and asynchronous measurements are considered. Optimal JPBA is performed with the movement of the group. SPEB is obtained with respect to the position of the central agent. From the results in Fig. 12(b), some conclusions can be drawn.

- Localization accuracy with synchronization achieved is much better than that in the asynchronous network, which agrees with the results in Fig. 9. In the synchronous system, SPEB achieved by cooperative methods are only slightly better than the non-cooperative ones (e.g., results on \( z = -1 \) and \( z = 11 \), etc). But in asynchronous networks, cooperation among agents is able to promote the accuracy obviously in all investigated cases.
- Since the network topology is symmetric during the agents’ movement, the solutions obtained are symmetric as well. When the agent group is far away from the anchor area, RII will be relatively small due to the pathloss, which leads to a large localization error.
- When the right two agents (1 and 2) approach the borderline (i.e., \( z = -1 \)), anchor 1 and 2 are nearly on the same line with agents. This is problematic for localization due to the geometric deployment. Therefore, EFIM for localization is mainly provided by anchor 3 and 4, which are far away from the agent group. It leads to a SPEB
peak at $z = -1$. The reason for another SPEB peak at $z = 11$ is similar.

VII. CONCLUSION

In this paper, we formulated the optimization problems for resource allocation in cooperative localization systems, where both one-way and two-way ranging are considered. Since the optimization problems are nonconvex, we developed iterative linearization methods that provide efficient numerical solutions, and achieve near-optimal performances in the investigated case studies of simulations. From the simulation results, we can have the following important observations: (i) both bandwidth and power allocation among the nodes are important for good localization performance, where the former is more critical; (ii) cooperation among agents is especially important when anchor placement is bad, and/or severe shadowing occurs, (iii) the optimal resource allocation for one-way ranging is sparse, and (iv) for two-way ranging, the optimal resource allocation is more balanced. These algorithms developed in this paper and the insights obtained from the simulation results can facilitate the design and operation of efficient wireless localization networks.

APPENDIX

Proof of Proposition 1

In [29], the RII between node $k$ and $j$ is defined as

$$
\lambda_{kj} = \frac{8\pi^2 \beta_k^2}{c^2} (1 - \chi_{kj}) \text{SNR}_{j}^{(i)}
$$

(45)

where $\chi_{kj} \in (0, 1)$ is the path-overlap coefficient (POC) that characterizes the effect of multipath propagation for localization, $\beta_k$ is the real effective bandwidth of the transmitted waveform from node $k$, defined as

$$
\beta_k = \left(\frac{\int_{-\infty}^{\infty} f^2 |S_k(f)|^2 df}{\int_{-\infty}^{\infty} |S_k(f)|^2 df}\right)^{1/2}
$$

(46)

in which $S_k(f)$ is the spectrum of $s_k(t)$. In this paper, we assume that full channel parameters are known beforehand. So the amplitude fading $\phi_k$ on $s_k(t)$ is known thereafter. Furthermore, SNR$_{j}^{(i)}$ is the energy ratio between the $l$th multipath component and the noise at node $j$, i.e.,

$$
\text{SNR}_{j}^{(i)} = \frac{\tilde{P}_k |\alpha_j^{(i)}|^2}{E_k N_0} = \frac{\tilde{P}_k |\alpha_j^{(i)}|^2}{\int_{0}^{T_{ob}} |s_k(t)|^2 dt}
$$

(47)

where $\tilde{P}_k$ is the reference transmit power of node $k$ (measured at a reference distance, such as 1 meter away from the transmitter [45]). Since the energy of $s(t)$ is normalized, the energy of the transmitted waveform $s_k(t)$ can be represented as $\phi_k^2$.

To simplify the notations, we define normalized power and effective bandwidth allocated to node $k$ as $P_k = \tilde{P}_k / P_{\text{peak}}$ and $\beta_k = \tilde{\beta}_k / W$, respectively. Here $P_{\text{peak}}$ and $W$ are peak values of power and effective bandwidth available on each node. We thus have the power of direct path (DP) component as

$$
\tilde{P}_k |\alpha_j^{(i)}|^2 \phi_k^2 = \gamma_{DP} \phi_k^2 P_{\text{peak}} P_k
$$

where $\gamma_{DP}$ is the ratio of DP power among all multipath components. RII $\lambda_{kj}$ can be rewritten as

$$
\lambda_{kj} = \frac{8\pi^2 W^2 (1 - \chi_{kj}) \gamma_{DP} \phi_k^2 P_{\text{peak}}}{c^2 N_0} \left(\frac{v}{4\pi d_{\text{ref}}} \right)^2 \left(\frac{d_{\text{ref}}}{d_{kj}}\right)^2 P_k \beta_k^2
$$

(48)

where $v$ is the wave length of the transmitted signals. The proof is thus complete.
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